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 Electroencephalogram (EEG) based classification has achieved a promising 

performance using deep learning models like Convolutional Neural Network. 

Various pre-processing strategies such as smoothing the EEG data or filtering 

are commonly used to pre-process the captured EEG signal before the 

subsequent feature extraction and classification while hyperparameters tuning 

might help to improve the classification performance. As well, the number of 

layers used in the CNN can affect the performance of the classification. In this 

paper, the number of layers needed for the CNN to classify the EEG data 

correctly, the effect of apply smoothing to pre-process the EEG signal for 

modern end-to-end CNN and the effect of enabling hyperparameters tuning 

during the training phase of CNN is investigated and analyzed. Two CNN 

models, namely Deep CNN with 5 layers and Shallow CNN with 1 layer, with 

convincing classification accuracy on motor execution classification as 

reported in the literature were chosen for this study. Both the CNN models are 

trained on EEG motor execution dataset with different training strategies and 

dataset pre-processing. Based on the obtained training and test classification 

accuracy, Shallow CNN trained with enabling hyper parameters tuning and 

without smoothing the EEG data achieved the best classification accuracy with 

average training accuracy of 99.9% and test accuracy of 96.87%. This 

indicates that CNN does not need to have many layers to correctly classify the 

motor execution data and the EEG data does not require smoothing. 
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1. INTRODUCTION  

Brain-computer interfaces (BCI) or also known as brain machine interface allows interacting with 

surrounding devices with brain signal without the interfering of peripheral nerves or muscle [1]. BCI fully 

depends on the studies of brain function that reflect its activity with electroencephalogram (EEG) signal which 

it is collected over the scalp without the need for surgery. Brain activity can then be analyzed by attaching a 

non-invasive electrodes cap to the scalp and the subject or patient doesn’t need to be stationary which 

considered as an advantage to it unlike the functional magnetic resonance imaging (fMRI) and 

magnetoencephalography (MEG) [2]. Motor movement is one of EEG studies that deal with analyzing and 
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understanding of the brain activity during doing the movement. Two types of movements are studied using 

EEG which are the imagination of the movement, called motor imagery, and the actual executing of the 

movement known as motor execution [3]. The different between executing and imaging the movement is that 

imaging the movement doesn’t involve muscles activity.  

With the aid of available accelerated computing devices (e.g. GPU, FPGA) neural network based deep 

learning shows a great achievement in computer vision field especially in recognition task with a lots of labelled 

data set like image , videos, speech and text recognition and many other domains such as drug discovery and 

genomics [4]. The highly flexible function represented by the neural network and all parameters fitting enabled 

computer to perform end-to-end learning. For example, learning the required features in the signal to help the 

subsequence classification given a sequence of recorded raw EEG signal and the respective label. It’s known 

that EEG signal have low noise-to signal ratio and pre-processing techniques is commonly applied to help 

reduce the influence of the noise and the size of available public EEG data set is limited but recent research 

shows the ability of applying such an algorithm like CNN to classify EEG signal [5]–[10]. For instance, CNN 

shows an outstanding performance in decoding and classifying EEG motor execution/ imagery with accuracy 

ranged between 85%~96% [7], [8], [11]–[15] and EEG emotion with accuracy close to 98% [16], [17]. 

The usage of deep learning models to classify EEG data is not strict to only CNN, in fact, some works 

used recurrent neural network (RNN) as a method of classifying EEG data [18]–[22]. But in term of the 

performance and the model usage, CNN had been used the most across most of the available works [23]. before 

using the dataset for model’s training, the dataset needs to be pre-processed. While filters are commonly used, 

some works use additional techniques to pre-process the data. Table 1 summarize some recent work in term of 

dataset used, pre-processing techniques, number of CNN layers, and lastly the achieved classification accuracy. 

Schirrmeister et al. [8] introduced two CNN, namely Shallow CNN that consist of 1 layer of 

convolution and Deep CNN which have 4 layers of convulsions. Both CNNs were used to investigate their 

capability of decoding and classifying movement-related tasks. Two types of datasets were used. The first 

dataset was a motor imagery dataset provided by BCI Competition IV referred to as BCI Competition IV 

dataset 2a (BCIC IV 2a for short) [24]. The other dataset was motor execution dataset called high-gamma 

dataset (HGD for short) provided by [8]. additional for using the band-pass filter, electrode-wise exponential 

moving standardization was used to smooth the EEG signal. the EEG data were cleaned by removing the trials 

that have a least one electrode had a value outside ±800 µV. for the HGD dataset, only 44 electrodes out of 

128 were used and the data was resampled from 512Hz to 250Hz. And only 4.5 seconds were used from each 

dataset (from -0.5s to 4s).  

V. J. Lawhern et al.  [11] introduces EEGNet that able to decode and classify different type of EEG 

paradigm like movement-related tasks. EEGNet consists of one layer of depth-wise convolution followed up 

by a layer of depth-wise separable convolution. the movement-related task datasets used are as following, a 

motor imagery dataset provided by BCI Competition IV referred to as BCI Competition IV dataset 2a (the 

authors referred to it as SMR but here in this paper it’s referred to as BCIC IV 2a) [24] and a motor execution 

dataset collected by [25] referred to as MRCP. the preprocessing used for MRCP is that a band pass filter 

between 0.1-40 Hz. 64 out of 256 electrodes were used. The data was resampled from 1024Hz to 128Hz and 

only 1.5 seconds were used (from -0.5 to 1s). For BCI IV 2a dataset, the data was resampled from 250Hz to 

125Hz and only 2 seconds of the data were used (from 0.5 to 2.5s).  

Tang et al. [7] introduced their own CNN model based on [5], a motor imagery dataset used by them 

were recorded. Before pre-processing the dataset from the CNN training, an Event-Related Desynchronization 

/ Event-Related Synchronization (ERD/ERS) analysis was conducted to identify the important frequency range 

for each subject than a band-pass filter was used. The trials were segmented with a duration of 4 seconds. 

 Compared to the previous discussed work, Nurse et al. [13] and Tabar and Halici [15] used images 

instead of EEG signal to train their own CNN. Nurse et al. [13] introduced a CNN model that consists of two 

layers of convolutions and one fully connected layer. The dataset used is a recorded motor execution dataset 

by [26]. The dataset was band-pass filtered between 0.1-100Hz, and the trial were segmented into 400ms (-100 

to 300ms). Then the data were converted into images to be used for training the CNN.  

Tabar and Halici [15] introduced two models, the first one is a CNN that consist of a layer of 

convolution followed up by a fully connected layer. And the second one is like the first with addition of stacked 

autoencoder after the fully connected (CNN+SAE). Two motor imagery datasets used in this work one is BCI 

Competition IV dataset 2b [27] and the other is BCI Competition II dataset 3 [28]. Both datasets were converted 

into time-frequency maps images, and the images is used to train their proposed model. 

As presented in Table 1 for the discussed related work, most of the work need to filter the data before 

using it to train their own CNN model. In term of the other pre-processing steps each work used their own 

preferences. the design of the CNN also varied in term of number of layers as the number of layers varied 

between one to five layers. It is shown that the performance varied between the works. Only [8] achieved the 

best accuracy classification accuracy for classifying motor execution EEG data. 
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Table 1. Suammry of related work 

Author  
EEG detection 

Problem 
Dataset 

Pre-processing 

No. of layers Accuracy 
No. of 

electrod

es 

Filter type 
and range 

(Hz) 

Sampling 

rate (Hz) 

Trial 
length 

(ms) 

Additional 

steps 

Nurse et al. 

[13] 

Motor 

execution 
[image based] 

Recorded 64 
Bandpass 

0.1-100  
250 400 

Convert the 

trials into 
images 

4 81% 

Tabar and 

Halici [15] 

Motor imagery 

[image based] 

BCIC IV 

dataset 2B  
[27] 

3 
Bandpass 

0.5-100 
250 2000 Convert the 

time-frequncy 

maps to 

images 

CNN: 2 

CNN+SAE:
2+8 

CNN = 89.3% 

CNN-SAE = 
77.6% 

BCIC II 

dataset 3 
[28] 

3 
Bandpass 

1-50 
250 2000 

CNN = 74.8% 

CNN-SAE = 
90.0% 

Tang et al. 

[7] 
Motor Imagery Recorded 28 

Band-bass 

Depend on 
the subjects 

1000 4000 

Used 

ERD/ERS to 
detemind the 

frequncy 

range for the 
filter 

3 86.41 ± 0.77% 

Schirrmeist
er et al. [8] 

Motor Imagery 
BCIC IV 

dataset 2A 

[24] 

22 
Bandpass 

4-38 
250 

4500 

Apply 

smoothing to 

the data 

Deep : 4 
Shallow : 1 

Deep = 70.9% 

Shallow = 73.7% 

Motor 
execution 

High-
gamma [8] 

44 
Highpass 

4 
250 

Deep = 92.5% 
Shallow = 93.9% 

V. J. 
Lawhern et 

al.  [11] 

Motor Imagery 

BCIC IV 

dataset 2A 
[27] 

22 
Bandpass 

0.5-100 
125 

2000 - 
2 

EEGNet-4 = 64% 

EEGNet-8 = 68% 

Motor 

execution 
MRCP [25] 64 

Bandpass 

1-50 
1500 - 

EEGNet-4 = 78% 

EEGNet-8 = 81% 

 

In this paper, the influence of number of layers chosen for the CNN with the effect of applying 

smoothing to pre-process the EEG motor execution data and enabling hyperparameter tuning with 

convolutional neural network (CNN) as joint feature extraction and classification is analyzed and investigated. 

The structure of this paper is as follows, the pre-processing technique as well as the architecture of the CNN 

(shallow and deep CNN) used for motor execution dataset are discussed in Section 2. The results obtained for 

the motor execution classification are statistically analyzed and the obtained results for each pre-processing, 

architecture of CNNs, as well as enabling hyperparameters tuning are presented in Section 3. Lastly, the 

obtained results are concluded, and future works are discussed at the end of the paper. 

 

 

2. RESEARCH METHOD  

In this section, the method used to carry out the investigation is discussed. The dataset, the CNN 

models and the pre-processing steps used is inspired by [8] with some modification to it. For far comparison, 

the results of [8] had been reproduced and compared to the proposed work. Figure 1 shows an overview of the 

research method. 

 

 
Figure 1. overview of the investigation carried out 

 

2.1.  Dataset 

High-gamma dataset, which had been recorded and provide by [8], is used for this analysis. The 

dataset contains a recording of motor execution task. The dataset is recorded by [8] from 14 healthy subjects 

using 128 electrodes with approximately 1000 trials with 4s of executed movements and 3-4 s inter-trials 

divided into 13 runs per subject. The four classes of movements are movements of either the left hand (LH), 
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the right hand (RH), both feet (F), and rest (R). the dataset was collected in an environment that suitable for 

non-invasive detection of high frequency movement-related EEG components as it’s proven that an increase 

in the gamma frequency components is observed during the execution of the movement [29]–[35]. 

 

2.2.  Dataset Pre-processing 

Subject 1 to Subject 13 recording were used in the analysis. Subject 14 data was excluded as the data 

suffered from some data loss during the recording as reported by [8] in the dataset repository. Following the 

pre-processing steps used by [8], only 44 electrodes, out of the 128 electrodes, that cover the motor cortex are 

used for the investigation. Figure 2 shows the location of these 44 electrodes. The datasets were filtered from 

4 Hz by using a butterworth high-pass filter with order of 3 as these frequencies hold the important data for 

motor execution. The EEG data was smoothed using electrode-wise exponential running standardization (ERS) 

[8] with a decay factor of 0.999. The expositional mean and variance for each electrode is computed to 

standardize the continuous data as following the same steps provided by [8]: 

𝑥𝑡
′ =

(𝑥𝑡 − 𝜇𝑡)

√𝜎𝑡
2

 
(1) 

𝜇𝑡 = 0.001𝑥𝑡 + 0.999𝜇𝑡−1 (2) 

𝜎𝑡
2 = 0.001(𝑥𝑡 − 𝜇𝑡) + 0.999𝜎𝑡−1

2 (3) 

Where 𝑥𝑡
′: is standardized signal, 𝑥𝑡 is original signal, 𝜇𝑡 is mean, and  𝜎𝑡

2 is variance. The first 1000 

means values of 𝜇𝑡 and the first 1000 variance values of 𝜎𝑡
2 were set to the mean and variance of the 1000 

samples window of the dataset. Figure 3 shows the effect of applying smoothing during the pre-processing of 

the EEG signal Versus the non-smoothed signal. A copy of the dataset is kept without applying electrode-wise 

exponential running standardization to study the effect of smoothing on the performance of the CNN. 

 

2.3.  Convolutional Neural Network 

The two CNN architectures used in this study is based on the best accuracy reported by  [8]. The first 

CNN architecture is Deep CNN which consists of four layers of convolution filters with max-pool and one 

output layer. The first layer is split into two convolutional blocks where the EEG signal of each electrode will 

be firstly convolute across time and followed with convolution across the EEG electrodes. Exponential liner 

unit (ELU) is the activation function between each layer and SoftMax is used for the output classification layer. 

Figure 4-a illustrate Deep CNN  

The second architecture is Shallow CNN which consist of one convolution layer with mean-pool and 

one output layer. The first layer is identical to the Deep CNN but the activation function between the 

convolution and mean-pool is square function as presented in Figure 4-b. 

 

 
 

Figure 2. Location of the 44 electrodes. 



IJEEI  ISSN: 2089-3272  

 

Evaluation on of EEG Based Convolutional Neural Network Classification Performance (Farghaly et al) 

923 

 
Figure 3. Comparison between before and after applying smoothing for a single electrode 

 

2.4.  Training Strategy 

Using the recorded EEG trials and the respective motor execution (ME) label, the CNN is then train 

with and without enabling hyperparameters tuning (H, XH). The hyperparameters tuning are batch 

normalizations and dropout. Augmenting the training dataset is commonly applied when the available number 

of training sample is little. The goal to increase total number of training dataset can be achieved by applying 

sliding window sampling within each trial. A total of two seconds EEG signal samples are treated as the input 

of the CNN similar to [8]. The optimization function used is Adam optimization algorithm [36] with learning 

rate of 0.01. As well, early stopping technique is used. The training set is split into training and validation set 

and training of the architecture stop when the validation accuracy is not improving for specific number of 

epochs. the training for each method were run 30 times. 

 

2.5 Statistical analysis 

Wilcoxon rank-sum test is used to measure whether there is any significant difference between the 

accuracies when i) which CNN model would generally outperform the other in term of number of layers ii) 

whether hyperparameters tuning is needed during the training process or not and lastly iii) when smoothing is 

applied during the pre-processing, The confidence level used in this test is 95%. 

 

3. RESULTS AND DISCUSSION  

Using the proposed training methodology (the numbers of layer decided for each CNN model, EEG 

pre-processing with and without smoothing; the usage of hyperparameters tuning during the neural network 

training) as discussed in Section 2, the result of training both Shallow and Deep CNN is summarized as shown 

in Table 2. It is found that Shallow CNN always reports the best accuracy as compared to Deep CNN except 

for subject #3 which Deep CNN has achieved the highest accuracy of 98.98% without smoothing applied 

during the pre-processing and with hyperparameters tuning enabled as compared to 98.79% when trained with 

Shallow CNN with smoothing applied during the pre-processing and with hyperparameters tuning enabled. 

Ten subjects show that hyperparameters tuning being enabled helped in improving the accuracy while the other 

three subjects (subject #10, #11, and #12) showed that Shallow CNN can achieve high accuracy with the disable 

of hyperparameters tuning. As for the smoothing, four subjects (subject #1, #4, #7, and #8) needed smoothing 

(see Shallow H in Table 2 under smoothing) as compared to the other nine subjects. While subject #5 showed 

that it has a stable accuracy whether smoothing is applied to the EEG signal or not. 

To validate whether the trained Shallow CNN classifier is significantly more accurate as compared to 

Deep CNN i) with or without smoothing applied during the pre-processing, ii) with hyperparameters being 

enabled (H) or disabled (XH), rank-sum statistical test is firstly applied to the result of classification on the test 

dataset by the trained CNN and as shown in Table 3. Based on the p-values presented in Table 3, Shallow CNN 

outperformed Deep CNN in all aspect no matter smoothing is applied during the pre-processing and enable or 

disable of the hyperparameters tuning during the training. This indicates that the number of layers used in CNN 

can affects the performance of the classification. 
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Figure 4. Deep and Shallow CNN based on [8]. 

 

Table 2. Test accuracy (%) averaged across 30 runs les 
Pre-Processing Smoothing Without-Smoothing 

Model Deep Shallow Deep Shallow 
Method XH H XH H XH H XH H 

S
u

b
je

ct
s 

1 81.4 61.73 91.35 95.67 82.9 66.42 93.9 93.9 

2 86.1 88.35 89.5 89.92 87.25 86.23 90 90.44 

3 95.67 98.02 98.21 98.79 93.12 98.98 96.37 98.17 

4 98.92 98.77 99.96 100 96.48 99.21 99.96 99.96 

5 97.83 98.19 99.58 100 96.19 98.19 99.92 100 

6 93.31 92.42 96.37 96.88 86.62 94.23 97.54 98.08 

7 85.97 90.17 93.92 97.61 84 92.12 90.36 95.09 

8 88.27 93.54 97.5 98.17 87.23 93.75 97.81 96.88 
9 96.12 93.96 98.54 98.58 95.29 96.17 98.54 99.29 

10 90.56 91.52 92.79 92.5 91.31 93.73 94.96 93.08 

11 94.08 91.12 98.08 96.92 94.15 94.58 98.35 97.5 
12 96.31 97.23 96.17 97 94.6 98.15 98.75 97.63 

13 93.08 94.17 96.92 96.9 93.04 92.83 98.55 99.35 

Avg 92.12 91.48 96.07 96.84 90.94 92.66 96.54 96.87 
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Table 3. Rank-sum average results for Shallow CNN vs Deep CNN test accuracy 
Method H XH 

Model Deep (%) Shallow (%) P-value Deep (%) Shallow (%) P-value 

P
re

-P
ro

ce
ss

in
g
 

Smoothing 91.48 96.84 7.41e-32 92.12 96.07 3.35e-29 

W
it

h
o
u

t 

sm
o
o

th
in

g
 

92.66 96.87 2.42e-19 90.94 96.54 4.01e-49 

 

Then, four version of trained Shallow CNN are statistically compared in term of i) whether the EEG 

data need to be smoothed and ii) the need of hyperparameters tuning during the training process and 

summarized into Table 4. Based on the result of statistical test as presented in Table 4, Shallow CNN trained 

without applying smoothing and with the hyperparameters tuning disabled (XH) is statistically more accurate 

as compared to when smoothing is applied. However, no significant difference is observed when Shallow CNN 

is trained with the enabled of hyperparameters tuning on input EEG signal both with or without pre-processing 

applied to the input EEG signal. From the perspective of whether to smooth or not to smooth the input EEG 

signal during the pre-processing stage, the rank sum statistical test is conducted. Shallow CNN trained with 

smoothing applied during the pre-processing couple with hyperparameters tuning enabled is able to classify 

more accurately with average accuracy of 96.84 % (p-value 0.000551). However, no significant difference is 

found when both Shallow CNN, average accuracy of 96.54% and 96.87%, are trained without smoothing 

applied during the pre-processing stage with hyperparameters tuning being disabled or enabled. Three out of 

four Shallow CNN with average test accuracy of 96.87%, 96.84%, and 96.54% is further analyzed. 

 

Table 4. Rank-sum average results for smoothing vs without smoothing test accuracy for Shallow ConvNet 
 XH H 

Pre-Processing 
Smoothing (%) Without-Smoothing (%) P-value Smoothing Without-Smoothing P-value 

96.07 96.54 0.0012 96.84 96.87 0.10 

 

To identify which training method (hyperparameters enabled or disable) and pre-processing should be used on 

Shallow CNN among the top 3 accurate tested Shallow CNNs, the respective training accuracy is observed as 

shown in Table 5. Then rank sum test is used to compare between the highest achieved average training 

accuracy (99.999%) with the other two training accuracy which presented in Table 6. From Table 5 and Table 

6, Shallow CNN trained with hyperparameters tuning enabled and without applying smoothing during the pre-

processing outperformed the other two methods during the training as this method has two subjects (subject #8 

and #10) that did not reach 100% accuracy averaged across the 30 runs. Out of the 30 runs, subject #8 had only 

two runs that the training accuracy did not reach 100% and subject #10 had only one run did not reach 100%. 

The results presented in this section indicates the following, Smoothing the data would affect the 

performance of CNN classification due to the reduction in the amplitude of the EEG signal as presented in 

Figure 2.in term of the number of layers, Shallow CNN outperformed Deep CNN and that explains that the 

model used to classify the data does not require many layers, like Deep CNN, to perform well. Lastly, enabling 

hyperparameters tuning managed to improve the training accuracy as only subject #8 did not perform well for 

both run No. 1 and run No. 2 and subject #10 did not perform well for run No. 1 (see Table 5 for average 

training accuracy). However, in terms of test accuracy, there is no statistical difference between using Shallow 

ConvNet that trained with hyperparameters tuning being enabled with and without applying smoothing. 

 

Table 5. Training accuracy (%) averaged across 30 runs 
Model Shallow 

Pre-Processing Smoothing Without-Smoothing 

Method H XH H 

S
u

b
je

ct
s 

1 100 100 100 
2 100 98.126 100 

3 99.894 99.894 100 

4 100 100 100 
5 100 100 100 

6 100 99.989 100 

7 100 100 100 
8 100 99.837 99.99 

9 100 99.989 100 

10 99.861 100 99.996 
11 99.992 100 100 

12 100 100 100 

13 100 99.946 100 
Avg 99.981 99.829 99.999 

No of subjects < 100 3 6 2 
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Table 6. Rank-sum average results for shallow convnet’s training accuracy 

Pre-Processing Without smoothing (%) P-value Without smoothing (%) Smoothing (%) P-value 

Method 
H XH 

0.00054 
XH H 

0.00045 
99.999 99.829 99.999 99.981 

 

4. CONCLUSION  

The study on these CNN architectures introduced by [8] indicates that the CNN does not require many 

layers so it can be able to classify the EEG trials correctly. Smoothing the data would lead in reduction in the 

performance due to the reduction in the signal amplitude. And enabling hyperparameters tuning managed to 

boost the classification accuracy. This shows that such advanced deep learning algorithm can extract features 

and classify the EEG signal. It will help in designing applications that would benefit the mankind (artificial 

limbs, ability to control devices with consumer EEG cap) in the future. More studies will be carried out on 

different types of datasets like using emotions or motor imagery EEG datasets. Recording a new dataset with 

different subjects and modifying the current architecture to achieve better accuracy will be investigated as well. 

As well introducing different type of deep learning architectures (Like recurrent convolution neural network) 

might help as well in giving better results. 
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