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 The main aim of intelligent transportation systems is the ability to accurately 

predict traffic characteristics like traffic occupancy, speed, flow, and accident 

based on historic and real-time data collected by these systems in 

transportation networks. The main challenge of a huge quantity of traffic data 

collected automatically, stored, and processed by these systems is the way of 

handling and extracting the required traffic data to formulate the prediction 

traffic characteristic model. In this research, the required traffic data of a 

specified road link in the UK are extracted from the big raw data of the Split, 

Cycle, and Offset Optimization Technique (SCOOT) system by designing a 

C++ extractor program. In addition, short-term traffic prediction models are 

created by using a deep learning technique called a Nonlinear Autoregressive 

Exogenous (NARX) neural network to find accurate and exact traffic 

occupancy. Three scenarios of time intervals which are 10 minutes, 20 

minutes, and 30 minutes are considered for analyzing the prediction accuracy. 

The results showed that the prediction models for the 30 minutes interval 

scenario have very good accuracy in estimating the future traffic occupancy 

compared to other scenarios of time intervals. In addition, the testing and 

validation study showed that the prediction models for 30 minutes intervals for 

particular road link yield better accuracy than 10 minutes and 20 minutes 

intervals. 
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1. INTRODUCTION 

Transport infrastructures are the backbones of the cities and countries to improve the environment and 

their living standards in addition to increasing the growth rate of the economy. Although transportation 

introduces these advantages, there is a substantial issue associated with this development represented by traffic 

congestion because of the growing quantity of vehicles over the past five decades (1). Therefore, it is required 

to obtain solutions that are able to decrease traffic congestion and improve mobility performance and the 

environment. One of these solutions is the forecasting of short-term traffic characteristics like traffic flow, 

occupancy, and speed. Moreover, another solution to transportation issues is Intelligent Transportation Systems 

(ITS) (2).  

In developed countries and large cities, transportation agencies allocate financial resources to develop 

the transportation infrastructure and employ modern technologies including cameras, sensors, and other traffic 

monitoring techniques to record traffic conditions on highway networks. With developments in communication 
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and computing technologies, intelligent transportation systems (ITS) are developed to collect traffic 

information easily comprising congestion, vehicles flow, speed, and accident reports and to make decisions not 

only to reduce traffic jams and to decrease the number of accidents on the highway but to ensure the smooth 

traffic flow as well. Traffic control devices generate a huge amount of information that could be employed to 

study the traffic characteristics on those highway networks. It also supports the transportation agencies to 

supply real-time statistics of traffic that not only help travelers to make decisions but the authorities to choose 

the right and required actions (1,2).  

Traffic characteristics such as traffic occupancy, speed, etc. on a highway network could be forecasted 

by exploring the information collected from the ITS system and other traffic monitoring devices. Consequently, 

the number of researchers have been using different modeling techniques and algorithms to forecast traffic 

characteristics. some of these techniques showed decent results represented by the high accuracy in predicting 

traffic characteristics under different situations like the changing in accidents and weather or natural 

circumstances (3).  

Recently, ITS has substantial improvement and supports individuals to think to make more choices to 

increase the speed of traveling and decrease congestion, Artificial Neural Network (ANN) has become essential 

in the prediction of traffic control. Different neural network techniques were applied to predict a single traffic 

characteristic like traffic speed (3,4), traffic flow (5), traffic volume (6) and traffic accident (7).  However, 

prediction models were developed using a single ANN technique to forecast more than a single characteristic 

like traffic flow and speed (8), traffic flow, speed, and occupancy (9) and traffic speed, travel time, and accident 

(10).  

To attain more reliable and robust prediction results, fuzzy logic has been frequently applied to solve 

traffic problems. Therefore, it was used to forecast traffic volume or flow (11,12) traffic accidents (13), and 

occupancy (14). Moreover, to address the disadvantages of expert systems, the hybrid system which combines 

the strength of neural networks with other AI techniques were considered to solve traffic control issues. 

Different types of fuzzy neural networks like the pseudo-outer-product fuzzy neural networks to predict short-

term traffic flow (15,16) and the Adaptive Neuro-Fuzzy Inference System (ANFIS) method to forecast short–

term traffic occupancy (17) were applied. 

With developments in communication and computing technologies, a huge quantity of collected 

traffic information can be generated easily. The availability of big data considers opportunities to considerably 

increase the accuracy improvement of prediction (18). These can promote focus and the use of the deep learning 

concept for traffic characteristic prediction. Deep learning which is a type of machine learning technique based 

on learning data representations can quickly process the large-scale raw data and extract features automatically 

from these data (18). For these reasons, deep learning methods have been used to predict traffic characteristics 

such as traffic speed (19–21), traffic Flow (18,22) vehicle occupancy (23), and accidents (24). There are 

number of deep learning methods like the autoregressive, vector error correction and vector autoregressive 

models applied as forecasting methods in various fields (25–30) (e.g. in real estate sector (31–34), agriculture 

sector (35,36) and energy sector (37,38)). 

In the majority of mentioned studies, different Computational techniques like fuzzy logic, ANN, etc. 

were used widely to build models of traffic characteristics prediction. However, these methods can capture the 

statistical traffic features and need to improve their accuracy.  Therefore, it is required to use advanced 

technology like deep learning methods that can capture traffic patterns from a huge amount of existing data 

with improving prediction accuracy significantly. 

The key challenges of the SCOOT system are the massive amount of traffic data and also the 

extraction of the desired traffic data. In addition, another main challenge is how to select the effective input 

variables that can be considered to develop an accurate prediction model and which technique can be 

considered to build the prediction model. Developing a short-term traffic occupancy prediction model is 

essential to the huge quantity of available historical data and advanced computational techniques that can deal 

with the high dimensional and nonlinear nature of traffic occupancy data. 

For the development of a model, the traffic data of a specified link of a road in the UK were collected 

from the SCOOT system. The big raw data of this system are extracted by using a C++ extractor program that 

is designed to bring out the necessary data from the database and export them to Text File format. In this study, 

traffic occupancy is predicted for the short term  using a deep learning technique to find accurate and exact 

traffic occupancy. Different time interval scenarios which are 10 minutes, 20 minutes, and 30 minutes time 

intervals are considered for  analyzing the prediction accuracy. 

This research is organized as follows. Section 2 describes the ITS system which is the SCOOT system. 

In Section 3, the method used for the prediction is demonstrated by defining the NARX neural network model. 

Section 4 describes the traffic database. Results are presented in Section 6. Finally, Section 7 shows the 

conclusions and future works. 

 



                ISSN: 2089-3272 

IJEEI, Vol. 10, No. 3, September 2022:  668 – 683 

 

670 

2. SCOOT SYSTEM 

The Split, Cycle and Offset Optimization Technique (SCOOT) is the Intelligent Traffic System (ITS) 

applied to collect information on real traffic for training, designing, and executing predictions. Now, The 

SCOOT urban traffic control system is working in over 30 cities in the UK and overseas. In addition, it 

estimates and implements the settings that decrease stops and delays (1,25).  

It is developed for cities having large congestion cities and also applied in a small area that has 

fluctuating traffic that is difficult to predict. The efficiency of this control system depends on the quality of 

traffic data to find the accurate result. The detector which is the fundamental element of the system sends 

information on the traffic stream to SCOOT. Then, this information will transform into its internal elements 

after the cars across the detector and the SCOOT system acquire information, then that will apply to generate 

a cycle flow profile for every link as shown in Figure 1 (25). This traffic system consists of three procedures 

that give this name. Firstly, the function of the Split Optimizer is to estimate the quantity of green for each 

approach. Moreover, the Offset Optimizer limits the time between adjacent signals. Finally, the Cycle Time 

Optimizer is the allowable time for all approaches (25). 

 

 
Figure 1. Basic SCOOT traffic control system (25). 

 

 

3.  ARTIFICIAL INTILLEGENCE NETWORKS (ANN) 

ANNs perform an understanding of data like the way that the human brain works. They learn the 

context and relate information based on the examples which are fed to them. This is where an ANN model and 

a computer program which executes the task based on defined rules vary. For the need of addressing 

sophisticated problems which possess non-linear properties, ANNs play their productive role (26–28). 

A neural structure which is a replica of the biological brain is built with the basic elements called 

artificial neurons or processing elements. They are the building blocks of an ANN and each neuron processes 

data. The artificial neurons incorporate weights at the input side that decide the effect of individual input data 

which is being provided to a certain artificial neuron. In simple terms, the artificial neuron is an equation that 

creates a balance between the input data and output data (26). A neural structure is comprised of a layer of 

input neurons, a set of hidden neuron layers, and a layer of output neurons. An artificial neuron model is 

depicted in Figure 2 in which the inputs are referred by (I1, I2, I3,…, In) and the respective weight are referred 

by (Wj0, Wj1, Wj2, Wj3, …, Wjn). The activation function is aided by Wj0 to produce the right relationship 

between inputs and outputs (y); the column number of the input vector is indicated by the subscript j (29). The 

summation function produces a weighted sum by adding the multiplication of inputs and their respective 

weights. The output value of a processing element is calculated by a suitable activation function from the 

weighted sum. This process happens in the hidden layer of neurons on the output side. 

 

3.1. NARX Neural Network (NARX net) 

The traffic prediction problem is a time series. The NARX neural network is applied in modeling 

various nonlinear dynamic systems (30) and it is known for its ability to forecast time series (31–33). NARX 

falls under recurrent dynamic neural network (RNN). The memory ability of NARX net is prominent as it can 

remember the past values of forecasted time series or true time series. This property enables a great 

performance to NARX in forecasting the nonlinear time series. 



IJEEI ISSN: 2089-3272  

Traffic Occupancy Prediction Using a Nonlinear Autoregressive Exogenous….(Nazhon Ismael Khaleel et al) 

 

671 

 

 

 
Figure 2. Artificial neuron model. 

 

 

NARX net has two forms (architectures) that are open-loop architecture (series-parallel architecture) 

and closed-loop architecture (parallel architecture). The elementary building block of the NARX net is also a 

neuron). When true past values of the respective inputs are known, the open-loop NARX net can be 

implemented (34) otherwise one should opt for close-loop architecture. Figure 3 and Figure 4 depict the open-

loop architecture and close-loop architecture respectively. Figure 5 shows the elaborated version of the open-

loop architecture. In our work, the open-loop architecture has been used since the true outputs are known. 

Open-loop NARX net architecture can be mathematically explained using the function 𝑓. 

 

𝒚(𝒕 + 𝟏) = 𝒇[𝒚(𝒕), 𝒚(𝒕 − 𝟏), … , 𝒚(𝒕 − 𝒅𝒚); 𝒖(𝒕 + 𝟏), 𝒖(𝒕), 𝒖(𝒕 − 𝟏), … , 𝒖(𝒕 − 𝒅𝒖)]              (1) 

 

The components of the open-loop architecture equation are defined  as follow: 𝑓 is the mapping 

function, y(t+1) is the guessed value at the time (t+1) for the input y(t) at the time t, and the desired outputs 

(true past values that are already known) are represented by 𝑦(𝑡), 𝑦(𝑡 − 1), 𝑦(𝑡 − 2), … . . . , 𝑦(𝑡 − 𝑑𝑦), the 

inputs (independent variables) to which the prediction to be done are referred by 𝑢(𝑡 +  1), 𝑢(𝑡), . . . , 𝑢(𝑡 −
𝑑𝑢) and, 𝑑𝑢 and 𝑑𝑦 represents the input delays and output delays.  

 

 
Figure 3. The open-loop architecture of NARX net. 

 

 
Figure 4. The close-loop architecture of NARX net. 
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Figure 5. The elaborated version of the open-loop architecture. 

 

4.  TRAFFIC DATABASE  

For the development of a model, the traffic data of a specified link (N60531A) and road (M14) in the 

UK in June and July 1998 were collected from the SCOOT system. The raw data are big data imported from 

the SCOOT system as Zip Files and then transform these raw data into the C++ Extractor program. C++ 

Extractor program is designed to extract the required data from the database and export them to Text File 

format. To predict the number of vehicles passing the place of interest, the presence of the number of vehicles 

at 10 minutes time intervals on weekdays was considered. However, to analyze the prediction accuracy at 

different time intervals, the data were then manipulated to have traffic data for 20 minutes and 30 minutes time 

intervals. This manipulation was done by adding up the two subsequent time intervals and relevant traffic, and 

three subsequent time intervals and the relevant traffic to obtain the traffic data set for 20 minutes and 30 

minutes time intervals respectively. Table 1 and Table 2. show the number of original data samples relevant to 

each of the weekdays. 

 

Table 1. Number of set of data samples relevant to each of the weekdays. 

Day Month 

Number of set of samples 
Total number of set 

of samples CT 
CT - 10 

Min. 

Last Week CT + 

10 Min. 

CT + 10 

Min. 

Monday 
June 16 0 0 0 

969 
July 13 37 7 6 

Tuesday 
June 0 34 0 19 

1100 
July 3 0 0 0 

Wednesday 
June 2 3 3 10 

828 
July 0 0 14 0 

Thursday 
June 35 0 0 11 

1078 
July 0 0 11 3 

Friday 
June 0 24 0 10 

870 
July 0 40 0 3 
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Table 2. Total data samples in each data set. 

Day 

Number of samples 

10 minutes data (Data set 

1) 

20 minutes data (Data set 

2) 

30 minutes data (Data set 

3) 

Monday 969 485 323 

Tuesday 1100 550 367 

Wednesday 828 414 276 

Thursday 1078 539 360 

Friday 870 435 290 

 

Each set of samples of the data contained three sets of instances as input variables, that are (1) the 

occupancy of vehicles at the current time (CT) for a specific day, (2) the occupancy of vehicles before ten 

minutes of CT for a specific day (CT - 10 Minutes) and (3) the occupancy of vehicles after ten minutes of CT 

for the same day in the last week (Last Week CT + 10 Minutes). There was one dependent variable which is 

the occupancy of vehicles after ten minutes of CT for the specific day (CT + 10 Minutes).  

 

5.  RESULTS 

The traffic prediction model was derived by feeding three input variables and one output variable. 

The model was synthesized by implementing the artificial neural network NARX in MATLAB using the NN 

toolbox. The modeling process encompassed three steps that are training, validation, and testing. While the 

training data set was used for training the network while tuning  it,  the validation data set was in place for 

determining the network’s generalization and stopping training when optimum conditions appeared. The 

network performance was computed using testing data set.   

Out of the total samples employed for each day, 70% of samples were defined as the training set, 15% 

of samples defined as the validation set, and 15% as the testing set. The selection of samples for each set was 

randomly done. Total samples available for each weekday from Monday are 969, 1100, 828, 1078, and 870 

respectively. The model development was done in three different schemes. The first scheme was to run the 

NARX with the original data samples which explain the traffic in 10 minutes intervals. The second and third 

schemes were to run the network with the manipulated data samples which provide traffic data in 20 minutes 

intervals and 30 minutes intervals. Details of the number of samples for 10 minutes intervals, 20 minutes 

intervals, and 30 minutes intervals are tabulated in Table 2 (Data set 1), Table 3 (Data set 2),  and Table 4 (Data 

set 3),  respectively.  In all the schemes, the target was to determine the NARX in terms of several hidden 

neurons and the input delay value, which provides optimum performance.  

The training was done with the standard NARX net while changing the number of combinations 

between hidden neurons and input delays. This was achieved by first fixing a certain number of neurons and 

changing the value for input delay. Once the training was completed with a range of input delays, the next 

value for neuron numbers was set and the process was repeated. For performing training with each of the three 

data sets described in Data set 1, Data set 2, and Data set 3, the NARX network configuration with 4 neurons 

in the hidden layer was trained while changing the input delay from 1 to 20 with the increment of 1 and found 

the best network performance. This strategy was made recurring until the network was taken through all the 

combinations of the number of hidden neurons and input delays. For this purpose, neuron count was varied 

from 4 to 20 with the increment of 1. Thus, the range of neuron numbers was chosen as a minimum of 4 and a 

maximum of 20. Input delays were tried from a minimum of 1 to a maximum of 20. The network configuration 

that output the best result for each day under each data set was recorded. After the training, the produced results 

were analyzed separately, using  Mean Squared Error (MSE) and coefficient of correlation (R) of regression 

as performance indicators. Best configurations for MSE-based evaluation and best configurations for R-based 

evaluation were found, listed, and compared. The tables from  

 

Table 3 to Table 5 elaborate on the evaluated results.  

From Figure 7 and Figure 8, it is evident that the model’s best performance is seen with the data of 

30 minutes intervals. The model shows poor performance on the 10 minutes data. Further, comparing Figure 6 

and Figure 9, it can be concluded that the best model can be obtained by choosing it from a MSE-based 

evaluation. On the other hand, going for the network model configuration selection only based on regression 

R-value induces high MSE. Moreover, selecting the network configuration by prioritizing MSE enables a better 

R-value that is a good fit over the scattered data as well 
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Table 3. Summary of the results of selected trained network for 10 minutes data 

Day 

Best configuration selection based on best   regression  value for validation 

Best Network 

Configuration 
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Monday 6 5  0.4857 0.5387 0.3665 0.4757  65.1626 54.2497 72.7255 

Tuesday 5 3  0.3276 0.5217 0.0803 0.3104  74.6566 40.3522 94.8950 

Wednesday 10 19  0.6021 0.5762 0.3708 0.5647  53.6446 43.3913 69.0544 

Thursday 4 11  0.4932 0.5466 0.4778 0.4981  68.0561 57.9773 68.2695 

Friday 5 9  0.5160 0.5678 0.1964 0.4721  67.4631 82.8938 109.3767 

 

Day 

Best configuration selection based on best  MSE value for validation 

Best Network 

Configuration 

 
R 
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Monday 6 5  0.4857 0.5387 0.3665 0.4757  65.1626 54.2497 72.7255 

Tuesday 18 19  0.4650 0.4254 0.3983 0.4488  66.7949 39.6898 73.7596 

Wednesday 6 4  0.5274 0.4897 0.2123 0.4798  60.7628 40.7845 72.4553 

Thursday 4 5  0.4908 0.5337 0.4131 0.4834  70.6159 47.7006 72.0606 

Friday 16 6  0.5658 0.5106 0.3096 0.5175  68.9013 54.7553 102.1476 

 

Table 4. Summary of the results of selected trained network for 20 minutes data. 

Day 

Best configuration selection based on best   regression  value for validation 

Best Network 

Configuration 
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Monday 4 7  0.6018 0.6584 0.3700 0.5682  119.0927 129.4328 219.0259 

Tuesday 20 11  0.6879 0.7098 0.3865 0.6327  87.9045 76.4418 217.1146 

Wednesday 5 6  0.6849 0.7071 0.3971 0.6520  99.9424 99.2955 128.3266 

Thursday 5 5  0.6704 0.6867 0.4869 0.6438  113.2091 110.2976 149.7440 

Friday 4 2  0.6619 0.7341 0.4898 0.6521  137.6982 93.7541 134.3203 

 

Day 

Best configuration selection based on best  MSE value for validation 

Best Network 

Configuration 

 
R 
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Monday 18 4  0.6676 0.6410 0.4725 0.6334  117.2321 100.6167 145.5364 

Tuesday 17 16  0.6153 0.6866 0.4510 0.5964  115.1602 71.4765 153.8840 

Wednesday 6 1  0.5974 0.6556 0.3241 0.5593  121.4363 81.0015 178.2216 

Thursday 8 5  0.7149 0.6773 0.4288 0.6665  99.4839 94.8464 191.9789 

Friday 4 2  0.6619 0.7341 0.4898 0.6521  137.6982 93.7541 134.3203 



IJEEI ISSN: 2089-3272  

Traffic Occupancy Prediction Using a Nonlinear Autoregressive Exogenous….(Nazhon Ismael Khaleel et al) 

 

675 

Table 5. Summary of the results of selected trained network for 30 minutes data. 

Day 

Best configuration selection based on best   regression  value for validation 

Best Network 

Configuration 

 
R 
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Monday 11 8  0.5069 0.6543 0.6523 0.5404  293.7729 162.3032 187.8768 

Tuesday 12 13  0.6393 0.7291 0.5687 0.6393  195.2819 133.7239 224.3526 

Wednesday 8 19  0.6235 0.7239 0.6117 0.6340  188.4919 159.3746 284.4737 

Thursday 8 17  0.5555 0.7625 0.6920 0.6043  270.2165 121.5004 250.8954 

Friday 6 1  0.7056 0.7878 0.1219 0.4835  201.4537 182.8167 139.8988 

 

Day 

Best configuration selection based on best  MSE value for validation 

Best Network 

Configuration 

 
R 

 
MSE 

N
u

m
b
er

 o
f 

n
eu

ro
n

s 

V
al

u
e 

fo
r 

ti
m

e 

d
el

ay
 

 

T
ra

in
in

g
 

V
a

li
d

a
ti

o
n

 

T
e
st

 

A
ll

 

 

T
ra

in
in

g
 

V
a

li
d

a
ti

o
n

  

(D
e
c
id

in
g

 

p
a

ra
m

e
te

r
) 

T
e
st

 

Monday 4 18  0.6232 0.5991 0.6127 0.6187  243.3642 146.0029 223.1288 

Tuesday 6 12  0.6728 0.6762 0.4664 0.6428  179.9264 120.4922 306.1045 

Wednesday 5 19  0.7630 0.6398 0.5451 0.7075  135.5145 131.4624 335.2813 

Thursday 8 17  0.5555 0.7625 0.6920 0.6043  270.2165 121.5004 250.8954 

Friday 5 5  0.7779 0.7870 0.5134 0.7444  181.8207 104.8877 269.6688 

 

 

 
Figure 6. Comparison of regression R when the model was determined based on the MSE 

 

 

 
Figure 7. Comparison of validation performance when the model was determined based on the MSE 
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Figure 8. Comparison of MSE when the model was determined based on the best regression value R. 

 

 
Figure 9. Comparison of validation performance when the model was determined based on the best 

regression value R. 

 

The figures from Figure 10 to Figure 24 depict the training statistics for Wednesday with all three 

data sets. It is arbitrarily chosen as a specimen sample for depicting the training process. From the figures, it is 

obvious that there are a few outliers beyond the confidence bound for the training with 10 minutes of data, in 

error autocorrelation, and input error cross correlation. These outliers are reduced in 20 minutes data and 30 

minutes data which would be due to the reduced number of zero data existing compared to the 10 minutes data 

set. 

When the training performance plots of 10 minutes, 20 minutes, and 30 minutes data of Wednesday 

are considered as shown in Figure 10, Figure 15, and Figure 20, one can see that the tendency to overfit reduces 

as the training MSE becomes lower than the validation MSE. However, it can further be noticed that the MSE 

of the model increases with the period while R improves to 0.489, 0.659, and 0.639 for validation and 0.479, 

0.559, and 0.707 for all as shown in Figure 11, Figure 16, and Figure 21. This observation would demand the 

solution developer negotiate the selection of performance indicators between MSE and R.  

A comparison is available for error autocorrelation in Figure 12, Figure 17, and Figure 22 while the 

input cross-correlation is explained in Figure 13, Figure 18, and Figure 23 for all three different time-span data. 

These plots imply that the error autocorrelation and the input cross-correlation have less effect when the data 

is looked at a large time scale.  

Furthermore, Figure 14, Figure 19, and Figure 24 provide a visual explanation of the prediction 

performance in terms of target data (real values), predicted values and the error. The performance is better 

when there are more similar data points available. The error seems higher for the data that are lying far away 

from the typical data distribution. That means, for a problem like traffic data which is more randomized, it is 

necessary to have a large data set to get the network prediction with great accuracy. 

 

6.  CONCLUSIONS 

Short-term traffic occupancy prediction models for a particular road link in the UK are developed by 

adopting a deep learning technique called NARX neural network. Before developing models, the required 

traffic data are extracted from the huge raw data of the SCOOT system by designing a C++ Extractor program. 



IJEEI ISSN: 2089-3272  

Traffic Occupancy Prediction Using a Nonlinear Autoregressive Exogenous….(Nazhon Ismael Khaleel et al) 

 

677 

In this research, different scenarios of time intervals (10 minutes, 20 minutes, and 30 minutes) are considered 

for the study of prediction accuracy.  

Based on The correlations of the developed models, it was found to be better for the scenario of 30 

minutes intervals than for other scenarios of time intervals. The validation results show that the prediction 

models for the 30 minutes interval have very good accuracy in estimating future traffic occupancy. Therefore, 

the prediction models based on 30 minutes interval scenario can be applied for road links in the UK. It is 

possible to improve the model accuracy by extracting additional data representing the whole months in a year. 

 

 
Training results for 10 minutes data of Wednesday 

Figure 10. Regression plot of the selected NARX model for Wednesday with 10 minutes data 

 

 
Figure 11. Performance of the selected NARX model for Wednesday with 10 minutes data 

 

 
Figure 12. Error auto correlation of the selected NARX model for Wednesday with 10 minutes data 
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Figure 13. Input error cross correlation of the selected NARX model for Wednesday with 10 minutes data 

 

 
Figure 14. Time series response of the selected NARX model for Wednesday with 10 minutes data. 

 

 

 
Training results for 20 minutes data of Wednesday 

Figure 15. Regression plot of the selected NARX model for Wednesday with 20 minutes data 
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Figure 16. Performance of the selected NARX model for Wednesday with 20 minutes data. 

 

 
Figure 17. Error auto correlation of the selected NARX model for Wednesday with 20 minutes data 

 

 
Figure 18. Input error cross correlation of the selected NARX model for Wednesday with 20 minutes data 

 

 
Figure 19. Time series response of the selected NARX model for Wednesday with 20 minutes data. 
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Training results for 30 minutes data of  Wednesday 

Figure 20. Regression plot of the selected NARX model for Wednesday with 30 minutes data. 

 

 
 

Figure 20. Performance of the selected NARX model for Wednesday with 30 minutes data 

 

 

 
Figure 22. Error auto correlation of the selected NARX model for Wednesday with 30 minutes data.  
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Figure 21. Input error cross correlation of the selected NARX model for Wednesday with 30 minutes data 

 

 
Figure 22. Time series response of the selected NARX model for Wednesday with 30 minutes data. 
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