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 In this paper, we proposed a reduced-block-Shufflenet (RB-ShuffleNet) for 

thermal breast cancer detection. RB-ShuffleNet is a modification of Shufflenet 

obtained by reducing blocks from the original architecture. The images for 

training and testing were obtained from Database for Mastology Research 

(DMR). First, we detected and cropped the image based on the region of 

interest (ROI), in which the ROI is determined by using the red intensity 

profile. Then, the ROI images were trained using RB-ShuffleNets. In the 

experiments, we built eight architectures, based on ShuffleNet, each with a 

different number of reduced blocks. The result showed that RB-Shufflenet 

with four reduced blocks had fewer than 50% of the learning parameters of the 

original Shufflenet, without compromising its performance. The RB-

ShuffleNet with up to four reduced blocks could achieve 100% testing 

accuracy. Furthermore, The RB-ShuffleNets performed better than 

MobileNetV2 and resulted in higher accuracy when fed with ROI images. Due 

to its light structure and good performance, we recommend RB-ShuffleNet as 

mobile-based CNN model which is preferable to implement in breast cancer 

detection. 
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1. INTRODUCTION  

Breast cancer is one of the leading causes of death in women. Each year, new cases increase by more 

than 20% [1]. Early detection of breast cancer is a solution to save many women’s lives. Therefore, research 

in this direction has become the main concern in recent years. Early detection can be done by examining breast 

cancer using various popular methods, one of which is thermography. Thermography is a safe, radiation-free, 

non-contact, and painless detection method [2], [3]. Manual detection of breast cancer is a common practice of 

physician or radiologist [1].  

To assist physicians in cancer detection, researchers in computer vision and artificial intelligence 

develop automatic detection algorithms using deep learning. The previous success of deep learning in detection 

and classification motivates a further exploration of deep learning performance in breast cancer detection. A 

specific type of deep learning that is frequently used for breast cancer detection is convolutional neural 

networks (CNN). This is because CNN could learn the image feature, and proved the accuracy is higher than 

other machine learning models in breast cancer detection [4]. Currently, CNN has been used to detect breast 

cancer based on thermal images [3], [5], [6]. The work in [3] compared six CNN models, and among the 

models, ResNet 34 and ResNet50 resulted in blind accuracy validation of 100%. The work in [5] showed that 
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image segmentation followed by CNN could reach 100% testing accuracy. Classification has also been done 

in [6], which shows that CNN with Adam optimizer results in the accuracy of 98% and 95% for static and 

dynamic images respectively. In [7], ResNet and DenseNet reach 100% accuracy in static images. Those results 

showed that CNN with its deep structure succeeded in breast cancer detection. However, it requires an 

extensive computational process [8] for training, due to the number of datasets and parameter learning.  

Meanwhile, the rapid evolution of mobile applications and devices has impacted the field of health 

engineering, particularly health detection tools, such as mobile-based detection of blood pressure and blood 

glucose. Not like the personal computer, only limited computational source is available for training in mobile 

devices [9]. Thus, to enable the deep learning technology to adapt to the restriction of mobile-based detection 

tools, the computational burden (to train) must be reduced, one is by designing and implementing the 

lightweight CNN. Previously, lightweight CNN for mobile devices has been proposed, like MobileNet, 

MobileNetV2, ShuffleNet, and ShuffleNetV2, SqueezeNet, NasNet-A-Mobile [10]–[16]. They were designed 

particularly for mobile devices with limited computational budget but promising a high accuracy. One approach 

to obtain light-weight CNN is by reducing the computational blocks of the existing deep learning structure, 

such as the one in [17] and [12].  

Breast cancer classification using two lightweight models i.e. MobileNetv2 and ShuffleNet had been 

done in [7], which showed that ShuffleNet requires less training time than MobilenetV2. In addition, original 

ShuffleNet can perform classifications for maximum of 1000 classes. We are interested in (1) obtaining a light-

weight CNN with lesser training time than the original ShuffleNet, and (2) classifying a two-class problem, 

normal (healthy) thermal breast image and abnormal (cancerous) thermal breast image. Therefore, we aim at 

investigating the impact of reducing the ShuffleNet blocks on the classification accuracy of the two-class 

problem. We consider that reducing some blocks of the original ShuffleNet, would not affect its classification 

accuracy. The contributions of this work are (1) we showed that taking out up to four basic blocks in ShuffleNet 

structure could be done without reducing its classification accuracy (2) we confirmed that segmented images 

could improve classification accuracy with faster training time, (3) we demonstrated that reducing the size of 

ShuffleNet architecture, thus reducing the learning parameter, could be done without compromising the 

performance of the CNN. 

 

 

2. PROPOSED RESEARCH METHOD  

 The material in this research is breast thermal images obtained from the Database for Mastology 

Research (DMR) downloaded from Visual Lab (http://visual.ic.uff.br/dmi). We obtained the data based on 

computer simulations. The research step is shown in Figure 1. First, we collected the breast thermal images 

from the DMR, then we detect the ROI from those original images. Next, we classified the original and ROI 

breast images using our proposed convolutional neural networks, as well as current CNNs, which are 

MobileNet and ShuffleNet. Finally, we examined the classification results based on several common metrics. 

 

 
Figure 1. Simulation pipeline of ShuffleNets Block for Mobile-based Breast Cancer Detection 

 

 

2.1. Dataset Preparation  

For simulation purposes, we prepared and pre-processed breast thermal images from the Database for 

Mastology Research (DMR), downloaded from the Visual Lab (http://visual.ic.uff.br/dmi). From the DMR, we 

used 2962 images for training, consisting of 627 images from cancerous category, and 2335 images from 

normal category. For testing, we used 330 images, consisting of 33 cancerous images, and 297 normal images. 

All those images were resized into 224 × 224 pixels to accommodate the restriction in ShuffleNet architecture. 

The ratio of training and testing images was about 9:1. 

 

2.2. ROI Extraction 

ROI is one of the processes to determine the object and separate it to the new image. Therefore, ROI 

will leave the required parts in the image and eliminate the parts that are not relevant. CNN will learn fewer 

areas after ROI detection. ROI detection has been done in thermal images, one of them is Gradient Vector 

Flow, which initialized the elliptical point as pre-processing with curvature function, and used CNN for 

classification [5]. This work demonstrates that segmentation followed by CNN classification could achieve 

100% classification accuracy. ROI segmentation also had been done in [18] for thermal images with cropping, 

resizing, and breast normalization. The result is up to 98% accuracy using optimization of hyperparameter in 

http://visual.ic.uff.br/dmi
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CNN.  The work in [19] stated that the breast cancer detection system will be more effective by selecting the 

region of interest in the image.  

Intensity profile had been used for several detection purposes such as crack detection [19] and early 

breast cancer detection [20]. In [19], the intensity profile was used to manually indicate/detect any cancerous 

symptom in breast tissue. In this research, we performed a simple ROI detection for removing unexpected part 

or region from the thermal images using the red intensity profile. It is appropriate to segment the ROI of breast 

thermal images based on red intensity profile, because cancerous breast frequently has dominant red intensity.  

Fig. 2 shows the ROI detection method on breast thermogram using an intensity profile, in which Fig. 

6(a) illustrate the position of candidate ROI. Intensity profile of an image is a collection of RGB (red–green–

blue) intensity values in rows or columns [19]. Here, we consider the red intensity profile value because red is 

most often appears in the suspected breast image with cancer. First, the Y coordinate was determined manually 

based on the size of the image. The coordinates Y1 and Y2 are the upper and lower part of the breast. Based 

on our experiments on the images used in the simulation, we found that the best value of Y1 is about 0.95 × 

height of the image and Y2 is about 0.4 × height of the image. Then, X coordinates will be determined in the 

image based on the red intensity profile shown in Fig. 2(b), which is the intensity profile generated based on 

line Y2. Location of the X1 coordinate on the left side is determined when the red profile reaches a value > 50, 

while the location of the X2 at the right is determined when the red intensity value reaches a value <20. The 

intersection area of those four coordinates is the Region of Interest (ROI). 

 

 

Figure 2. ROI detection method using intensity profile: (a) the border lines of ROI, (b) Intensity 

profile value at line Y2 

 

 

2.3. Classification 

Deep learning is a popular technique for automatic classification, which contain more layers than 

machine learning. Convolutional Neural Network (CNN), as a subsection of Deep Learning, has become the 

leading model for image classification. Multi layers in CNN could process nonlinear information for feature 

extraction and transformation in image classification [21]. CNN architectures had been expanded to many 

models such as Alexnet, GoogLeNet, Resnet, Inception, GoogLeNet, VGG, and so on [1], [22]. It is also 

popular for being able to detect and classify diseases in images, like breast cancer.  

The original ShuffleNet architecture based on 16 building blocks as shown in Fig 3, where SB is 

ShuffleNet block. Each block consists of group convolution layers, depthwise convolution layer, and also 

channel shuffle operation inside. The layers arrangement in this block is shown in Fig 3. Design block building 

ShuffleNet consists of different layers from MobileNet which makes ShuffleNet faster in training progress. 

 

 
(a) Original ShuffleNet architecture consists of 16 blocks 

 

 
(b) Structure of individual ShuffleNet block (SB) 

 

Figure 3.  Architecture of original ShuffleNet and its individual building blocks 
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Figure 4. The method to reduce the ShuffleNet blocks to obtain the RB-ShuffleNet 

 
 

ShuffleNet was designed for 1000 classes. However, cancer detection only needs two classes. 
Therefore, reducing several last blocks of ShuffleNet architecture is a reasonable idea. Figure 4 illustrates the 
method of reducing the ShuffleNet block. Based on the original ShuffleNet architecture, we remove the last 
block, maintaining 15 blocks, and we called this as RB-Shufflenet 1. Then we repeat this procedure until we 
have eight reduced models. Each model was then trained and tested to classify the original thermal breast 
image and ROI of thermal breast image. We train all eight models with three different epochs, 20, 30, and 40. 
The performances of each reduced model in terms of accuracy as well as sensitivity and specificity were 
calculated and compared. Then we select models that have the best trade-off between the number of removing 
blocks and the accuracy value. We also compare RB-ShuffleNet models with original ShuffleNet and 
MobileNet.  

For training purposes, we used Stochastic Gradients Descents with Momentum (SGDM) as the 
optimizer. SGDM is a method for updating weight in each layer using gradient information and setting the 
initial learning rate to 10-3, and the momentum value of SGDM is 0.9. In the experiment, we set the L2 
regularization of 10-4. L2 Regularization was applied to penalize large weight value and to prevent higher 
model variance. In this paper, we used cross-entropy as the loss function. 

 

2.4. Performance Evaluation 

For experimental purposes, the dataset is divided into training, validation, and testing with a 

composition of 80:10:10. The testing result is evaluated using accuracy, recall, precision, and F-measure. 
Equation (1), (2) and (3)are the formulation of accuracy, sensitivity, and Specificity [23]:  

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
      (1) 

 

𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 =  
𝑇𝑃

𝑇𝑃+𝐹𝑁
       (2)  

 

𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 =  
𝑇𝑁

𝑇𝑁+𝐹𝑃
       (3) 

 
where TP is true positive, which indicates the cancer image and predicted as a cancer image. TN is 

true negative, which indicates the healthy image and predicted successfully as a healthy image. FP is false 
positive, which means the healthy. 
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3. RESULTS AND DISCUSSION 

3.1. Detection of ROI Using Red Intensity Profile  

Fig. 5 shows the results of ROI detection in breast thermal images using the red intensity profile. The 

upper row shows the original breast thermal image, and the lower row shows the ROI of the original image 

after the red intensity profile is applied. The original image has the bar color (right side of the image), and 

some text objects. It also includes irrelevant areas such as neck and stomach. The result of ROI image could 

localize the breast area, excluding most of the text objects and the bar color. Removing those areas means that 

unwanted information is reduced and could improve classification results.  

 

 
           (a) 

 

 
(b) 

Figure 5. Segmentation of ROI image, where: (a) Original image from the database (b) extracted ROI with 

red profile intensity 

 

3.2. Classification 

3.2.1. RB-ShuffleNet 

 Tables 1, 2, and 3 showed the training and testing results of the RB-ShuffleNet on original images and 

ROI images respectively. Table 1 showed that as the epoch increases, the ROI image classifications resulted 

in slightly higher. The training result in table 1 showed RB-ShuffleNet training accuracy and time learning the 

model. It showed the accuracy almost close between original and ROI images. Nevertheless, training time on 

ROI images is consistently faster than the original images. This is possible to happen because the size of ROI 

image is smaller than the original image. Although only 1-3 minutes faster, it contributes to improve the model 

in training time. 

 

Table 1. Training accuracy of RB-ShuffleNet 

 

 Table 2 showed the classification accuracy testing on original images, for all epochs, particularly using 

ShuffleNet structure with one up to four blocks removed (RB-ShuffleNet-1 up to RB-ShuffleNet-4). The 

 

Epoch 20 Epoch 30 Epoch 40 

Original Image ROI Original Image ROI Original Image ROI 

Acc 
Time 

(min) 
Acc 

Time 

(min) 
Acc 

Time 

(min) 
Acc 

Time 

(min) 
Acc 

Time 

(min) 
Acc 

Time 

(min) 

RB-

ShuffleNet 1 
0.98 23 0.98 22 0.99 35 0.98 33 0.99 47 0.99 45 

RB-

ShuffleNet 2 
0.97 21 0.97 20 0.98 33 0.99 31 0.98 41 0.99 41 

RB-
ShuffleNet 3 

0.97 20 0.97 19 0.97 30 0.98 29 0.98 39 0.98 39 

RB-

ShuffleNet 4 
0.96 18 0.97 17 0.97 28 0.97 26 0.98 35 0.98 35 

RB-

ShuffleNet 5 
0.96 15 0.96 15 0.97 26 0.97 26 0.98 35 0.98 32 

RB-
ShuffleNet 6 

0.95 14 0.96 15 0.96 22 0.96 21 0.96 30 0.97 28 

RB-

ShuffleNet 7 
0.94 14 0.95 13 0.96 21 0.96 19 0.97 26 0.97 26 

RB-

ShuffleNet 8 
0.94 13 0.94 11 0.95 19 0.95 18 0.96 24 0.96 22 
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testing accuracy did not reach 100% on original images using RBShuffleNet. It showed in table 2, the value of 

sensitivity and specificity could not reach 100%. It affects the accuracy that could not reach 100%, which 

means there is misclassified in the model. 

 

Table 2. Testing result using original image  

 

Table 3 showed the classification accuracy testing on ROI images. The obtained parameters same as 

in table 2. However, RB-ShuffleNet works better in ROI images.  The accuracy testing showed 100% from 

RB-ShuffleNet 1 – RB ShuffleNet 4 in the two highest epoch. ROI images improve the work of RB-ShuffleNet 

in increasing accuracy testing. Other RBShuffleNet models obtain fewer score accuracy. 

 

Table 3. Testing result using ROI image 

 

 

For convenience, Fig. 6 shows the comparison accuracy testing of RB-ShuffleNet on original and ROI 

thermal images, which are extracted from Tables 2 and 3. This comparison shows that RB-ShuffleNet on ROI 

images resulted in either the same or higher classification accuracy –with a few exceptions– than testing on 

original breast thermal images. For ROI images, the graphic shows that epoch=40 resulted in more stable higher 

accuracy than those at epoch=20 and epoch=30. 
 

 
             Figure 6. RB-ShuflleNet testing result on original and ROI thermal images.  
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Epoch 20 Epoch 30 Epoch 40 

Sens Spec 
Acc 

(%) 
Sens Spec 

Acc 

(%) 
Sens Spec 

Acc 

(%) 

RB-ShuffleNet 1 1 0.99 99.69 1 0.99 99.69 1 0.99 99.69 

RB-ShuffleNet 2 1 1 100 1 0.99 99.69 0.96 1 99.69 

RB-ShuffleNet 3 0.96 0.96 99.39 1 0.99 99.69 0.96 1 99.69 

RB-ShuffleNet 4 1 0.99 99.69 1 1 100 1 0.99 99.69 

RB-ShuffleNet 5 1 0.99 99.69 1 0.99 99.69 0.96 1 99.69 

RB-ShuffleNet 6 1 0.99 99.69 0.97 1 99.69 1 0.99 99.69 

RB-ShuffleNet 7 1 0.99 99.09 0.96 0.99 99.39 1 0.99 99.69 

RB-ShuffleNet 8 1 0.95 95.45 1 0.99 99.09 1 0.99 99.69 

 

Epoch 20 Epoch 30 Epoch 40 

Sens Spec 
Acc 

(%) 
Sens Spec 

Acc 

(%) 
Sens Spec 

Acc 

(%) 

RB-ShuffleNet 1 1 1 100 1 1 100 1 1 100 

RB-ShuffleNet 2 1 1 100 1 1 100 1 1 100 

RB-ShuffleNet 3 1 1 100 1 1 100 1 1 100 

RB-ShuffleNet 4 1 0.99 99.69 1 1 100 1 1 100 

RB-ShuffleNet 5 1 0.99 99.69 0.97 1 99.69 0.97 1 99.69 

RB-ShuffleNet 6 0.91 1 99.09 0.97 1 99.69 0.97 1 99.69 

RB-ShuffleNet 7 0.88 1 98.79 1 0.99 99.39 1 0.996 99.69 

RB-ShuffleNet 8 1 0.96 96.66 1 0.98 98.78 1 0.99 99.09 
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3.2.2. Comparison RB-ShuffleNet with ShuffleNet dan MobileNet  

To assess the performance of the RB-ShuffleNet with benchmarking CNNs, we compare the training 

time extracted from table 1. We also added training time from MobileNetV2 and ShuffleNet as a comparison 

to RB-ShuffleNet. Training time for ROI images is faster than the original image applies to all deep learning 

models in fig 7. This training time indicates the learning process of deep learning models. RBShuffleNet could 

provide faster training time than other mobile-based deep learning models, such as MobileNetV2 and 

ShuffleNet. 

 

 
Figure 7. Training time comparison in deep learning model 

 

In fig 8, we compare the performance of MobileNet and ShuffleNet. The figure represents the testing 

accuracy of deep learning model for both original and ROI breast thermal images. While the accuracy of 

MobileNet and ShuffleNet are the highest as expected, reaching up to 100% accuracy, the accuracy of RB-

ShuffleNet1 up to ShuffleNet4 is also comparably high for ROI images which shows 100% accuracy. This 

evidence showed the power of RBShuffleNet using ROI images performed better than using original images. 

Furthermore, applying ROI images to ShuffleNet and MobileNetV2 showed the same performance as the 

original images. This result showed that ROI image has a positive impact on improving the performance of 

RB-ShuffleNet. Although fig 6 and fig 8 showed similar accuracy, the accurate medical tests is important to 

avoid errors, unnecessary suffering and expense [24] in breast cancer detection. Therefore, the model should 

obtain the maximum accuracy in testing. True and false data of mobile-based deep learning model was 

compared in fig 9 using confusion matrix. 

 

 

Figure 8. Testing Results of MobileNetV2 ShuffleNet and RB-ShuffleNet 
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Figure 9. Confusion Matrix of (a) MobileNetV2, (b) ShuffleNet, (c) RB-ShuffleNet1, (d) RB-ShuffleNet2 

3.3. Learning Parameters 

 Table 4 showed the learning parameters of all the models. These parameters are the number of weight 

and bias used to train the images. MobileNetv2 has the largest learning parameters, ShuffleNet has less than 

half MobileNets’ parameters. While all RB-ShuffleNets have lesser learning parameters than MobilnetV2 and 

Shufflenet. Fig. 10 illustrates the trade-off between classification accuracy and the number of learning 

parameters of the RB-ShuffleNet, MobileNetV2, and ShuffleNet. For mobile-based models, we need a network 

with the smallest number of learning parameters and the highest classification accuracy. If we look at Fig. 10, 

the blue dot (represent MobileNetV2), the red dot (represent ShuffleNet), and the green dots (represent the RB-

ShuffleNet1 up to RB-ShuffleNet4) are the networks with 100% accuracy. However, the RB-ShuffleNets have 

fewer parameters worked the same capabilities as MobleNetV2 and ShuffleNet with more parameters. Thus, 

this new model is preferable for implementation on mobile devices. Smaller parameters lead to a faster training 

time. 

 

Table 4. Learning parameter of the models 

Model Learnable Parameter 

MobileNetV2 2.2M 

ShuffleNet 0.86M 

RB-ShuffleNet 1 0.70M 

RB-ShuffleNet 2 0.54M 

RB-ShuffleNet 3 0.39M 

RB-ShuffleNet 4 0.35M 

RB-ShuffleNet 5  0.30M 

RB-ShuffleNet 6  0.26M 

RB-ShuffleNet 7  0.22M 

RB-ShuffleNet 8  0.18M 
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Figure 10. Trade-off between classification accuracy and number of learning parameters of RB-

ShuflleNets, MobileNetV2, and ShuffleNet 

 

3.4. Discussion 

The ShuffleNet architecture has 50 layers, and the MobileNetV2 has 28 layers. However, the 

ShuffleNet has a channel-shuffle mechanism that made it possible to efficiently use its layers with smaller 

complexity than the MobileNetV2. This could accelerate the training time. Furthermore, the Shufflenet has 

fewer learning parameters because the size of convolutional filters is different from MobileNetV2. Most of 

convolutional filters in the ShuffleNet is 1 x 1, while MobileNetV2 is larger than it.  

 Research in [7] showed fine-tuning in ShuffleNet and MobileNetV2 to detect breast thermal images 

could increase the accuracy. They compared mobile-based deep learning models, ShuffleNet and MobileNetV2 

with deep network like ResNet and DenseNet. The model was fine-tuned by using SGD, learning rate, and 

momentum value the same as we applied with lower epoch than our research. However, ShuffleNet still could 

not reach maximum accuracy to mobile-based deep learning. Other deep network like ResNet and DenseNet 

have been proven to obtain maximum accuracy in two classes of cases.  

 Study [5] implemented the segmented images before applying on CNN model. The segmented images 

have been done with curvature function and gradient vector flow. This method could extract only breast area 

and CNN could detect the cancer area on it. The segmented images contribute to increasing accuracy score.    

 The work in [16] analyzed some CNN architectures and reported that SqueezeNet, ShuffleNet, 

MobileNet, and NasNet-A-mobile are amongst CNN with the most efficient architecture for mobile 

applications. It was mentioned in the study that the density accuracy of SqueezeNet is lower than ShuffleNet. 

The work in [15] presented the comparison of the accuracy ShuffleNet and SqueezeNet in detecting COV-19, 

in which the accuracy of ShuffleNet was higher than that of SqueezeNet.   

Based on the researches above, we used the same setting [7] on the model and added preprocessing 

before. We choose the simple technique to extract the breast area using intensity profile. This method has 

proved to segment the breast area by using the value of intensity. Moreover, we increased the epoch from [7] 

and ShuffleNet reached 100% of accuracy. Besides, we reduced the layer on ShuffleNet, which is RB-

ShuffleNet to lighten the model while maintaining the accuracy. The result on RB-ShuffleNet reached 

maximum accuracy when using ROI images.  

The effort to embed CNN architectures in mobile devices is increasing progressively. To the best of our 

knowledge, a study of how to embed the architecture efficiently has not been investigated. However, some 

efforts have already been attempted to reduce the learning parameters to suit the limited resources of mobile 

devices. A further study on efficient CNN-based mobile devices for health applications is challenging and 

useful. 

 

4. CONCLUSION  

In this paper, we proposed a reduced-block ShuffleNet (RB-ShuffleNet) for thermal breast cancer 

detection. We built eight architectures based on ShuffleNet, each with different number of reduced blocks. We 

trained and tested those RB-ShuffleNets with the images obtained from Database for Mastology Research 

(DMR). The images were first cropped based on the region of interest (ROI), in which the ROI is determined 

by using the red intensity profile. Both original and ROI images are also trained and tested using the ShuffleNet 

and MobileNetV2. The result showed that (1) The learning parameter of the RB-ShuffleNet is extremely lower 

than MobileNetV2, with comparable testing accuracy, (2) RB-Shufflenet with up to four reduced blocks had 

less than 50% of the learning parameters of the original Shufflenet, with maximum accuracy, (3) RB-
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ShuffleNets resulted in higher accuracy when fed with ROI images, which means ROI + RBShuffleNet capable 

as ShuffleNet. However, ROI process added computation time, but it could reduce training time when using 

deep learning models. We recommended that RB-ShuffleNet is preferable to implement as one of mobile-based 

deep learning models in breast cancer detection, due to its light structure and good performance. 
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