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 Managing missing data is a critical aspect of preprocessing in data mining 

endeavors, significantly influencing output accuracy during both model 

development and utilization phases. This study introduces a novel approach 

to predicting missing values by partitioning data into disjoint subsets based 

on partitioning measures. The rationale behind this approach is the 

elimination of unrelated data through partitioning, thereby improving the 

accuracy of missing value prediction within each subset. Through a 

combination of expert panel insights and statistical tests (including the Chi-

square test and Cramer's V coefficient), the database partitioning measure 

was determined using operational data from the Mashhad Fire and Safe 

Services Organization. Models were constructed for each partition, and 

missing data were segmented accordingly, with the corresponding models 

employed for prediction. The results revealed that in 44% of cases, models 

built on partitioned data outperformed those constructed on the entire dataset. 

The evaluation of this method underscores its capability to predict missing 

values with heightened accuracy. Notably, this approach is independent of 

the method employed for missing value prediction, enabling seamless 

integration into existing methods as an additional step to bolster prediction 

accuracy. 
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1. INTRODUCTION 

Addressing missing values stands as one of the primary challenges in both data mining and machine 

learning. The manipulating of missing values emerges as a crucial step in data preprocessing for both 

research in data mining and real-world projects [1,2]. Causes for missing data encompass loss of data, 

incomplete user data entries, improper data recording, and measurement errors stemming from instruments 

[3]. Typically, unless data is meticulously and rigorously recorded, around 5% or more of the database may 

contain missing values [4]. 

The presence of missing values can pose challenges both during the model creation phase and when 

utilizing the model [1, 5-7]. The completeness of the data is directly linked to data quality [8] and the 

accuracy of models built upon said data [1, 9]. In high-risk endeavors such as designing decision support 

systems in medicine, the existence of missing values undermines the reliability of constructed models [10-

12]. Consequently, numerous studies have been conducted to address missing data across various fields, 

resulting in the proposal of various techniques for this purpose. 

The techniques proposed for handling missing values range from very simple to complex methods. 

One of the simplest techniques involves removing records that contain missing values. Despite its simplicity, 

this method yields numerous negative consequences. One obvious ramification is the reduction in available 

data for model construction [13], rendering it inefficient, particularly in areas with high instances of missing 

data, such as Electronic Health Records (EHR) [14-17]. For instance, in a dataset comprising patients with 
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pancreatic cancer from a New York academic medical center, 48.9% of pathology reports documenting the 

disease contain missing data [18]. In databases with significant levels of missing values, the removal of such 

entries drastically diminishes model accuracy, potentially resulting in adverse outcomes when employing 

these models for decision-making purposes [14, 19]. Another detrimental consequence of removing missing 

data is the potential bias it introduces to the model [13, 20]. This issue arises because the elimination of 

missing values may alter the original data distribution [12], thereby reducing statistical power [12, 21]. 

Techniques such as removing missing values that solely utilize complete records are referred to as complete 

case (CC) analysis [22]. When the number of missing data points is minimal and their removal doesn't affect 

the data distribution, omitting some records to maintain data integrity can be deemed acceptable [23, 24]. 

Overall, imputation techniques for handling missing values are considered superior to complete case 

analysis in terms of efficiency and validity [25-27]. These techniques can be broadly categorized into two 

main groups: statistical techniques and machine learning techniques [28]. In statistical techniques, various 

statistical measures are employed to address missing values. Examples include replacing missing values with 

a unique value, such as zero, or with the mean, median, or mode of the available data. Additionally, treating 

missing values as a distinct category is another approach within statistical techniques. While predicting 

missing values using statistical techniques can be effective in certain scenarios, they are generally less 

efficient compared to complete case analysis [5, 29, 30]. 

Machine learning imputation techniques have been introduced to utilize values and patterns in other 

data to predict missing values [10], rendering them superior in performance and accuracy. Regression 

techniques stand out as one of the most widely adopted approaches within this domain [31]. Linear 

regression is commonly employed for numerical variables [32], while logistic regression is suitable for 

categorical variables [33], enabling the prediction of missing values. Regression, as a statistical method, aims 

to establish relationships between a target variable (dependent variable) and other variables (independent 

variables). In imputation, the variable with missing values is treated as the dependent variable, while the 

other variables serve as independent variables. The regression model is built based on records devoid of 

missing values and is utilized to estimate values in records containing missing values. 

The Expectation Maximization (EM) technique presents another common approach for estimating 

numerical missing data [3, 34]. This technique employs a maximum likelihood approach involving iterative 

expectation and maximization steps to estimate parameters of the model [35]. K-nearest neighbor (KNN) 

imputation leverages the values of neighboring data points to predict missing values [36, 37]. In this 

technique, for each record with missing values, the k nearest neighbors without missing values are identified, 

and the missing value is estimated based on these neighbors. For instance, if the missing value is numeric, it 

can be replaced by the mean value of the neighbors [38]. In [39], the authors propose a modified version of 

KNN where a weight is assigned to each neighbor based on the Euclidean distance between the instance with 

missing values and its nearest neighbors. The closer the distance, the higher the weight assigned to the 

neighbor, and vice versa. This method, known as weighted k-nearest neighbor imputation (WKNNI), 

outperforms the original KNN. 

Overall, the approach of estimating missing values based on nearby neighbors is being explored by 

many researchers, with a focus on the efficiency of near neighbors over distant ones [10]. In [10], the authors 

utilize the Fuzzy C-Means (FCM) clustering algorithm [40] to select records closest to those with missing 

values, demonstrating its effectiveness in imputing missing values. 

The current methods for predicting missing values based on neighborhoods often utilize all available 

data. For instance, techniques like K-nearest neighbor (KNN) [36, 37] and weighted K-nearest neighbor 

imputation (WKNNI) [39] typically consider all data points when selecting nearest neighbors or calculating 

mean values. An alternative approach that holds promise for enhancing results involves partitioning the data 

into disjoint partitions and independently predicting missing values within each partition. This strategy 

operates under the assumption that segmenting the data effectively filters out irrelevant information, thereby 

enabling more accurate predictions for missing values within each partition. 

In this study, our objectives are twofold: 

• To investigate whether partitioning the data into disjoint partitions enhances the accuracy of 

missing value predictions. 

• To determine the optimal method for partitioning the data. 

2. RESEARCH METHOD 

In most of the proposed techniques for predicting missing values based on neighborhoods, all data 

are utilized for model building. However, in the proposed approach, the data is divided into disjoint 

partitions, and patterns are extracted for each partition. This partitioning strategy is premised on the belief 

that dividing data into smaller disjoint datasets ensures that related data points are grouped together within 
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each partition, thereby enhancing the accuracy of the models. Following the construction of a model for each 

partition, the corresponding partition containing missing data is identified, and the model created for that 

specific partition is utilized to predict the missing values. The proposed method falls within the category of 

machine learning imputation techniques for predicting missing data. 

The flowchart illustrating the model creation and utilization phases of the proposed approach is 

depicted in Figure 1 and Figure 2. 

 
Figure 1. Model creation phase 

 

As depicted in Figure 1, to create the model, a model was constructed using the entirety of the 

available labeled data. Simultaneously, employing a partitioning measure, the dataset was divided into 

disjoint datasets, each possessing unique characteristics. Finally, individualized models were developed for 

each partition. 

 
Figure 2. Model utilization phase 
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As shown in Figure 2, missing values were predicted using a model trained on the entirety of 

available labeled data. Simultaneously, employing a partitioning measure, the missing data were stratified 

into disjoint datasets. Within each partition, a bespoke model was deployed to predict the missing values. To 

ensure optimal model selection, predicted values from both the overarching model trained on all data and the 

models for disjoint datasets were compared. Ultimately, the model demonstrating superior predictive 

performance was chosen for imputing missing values. 

The critical aspect of the proposed method lies in determining the partitioning measure. The 

partitioning measure consists of one or more fields based on which the database is divided into disjoint 

partitions. To establish this measure, the following three principles must be taken into account: 

• Power of the measure: The measure can be determined through various methods. In this study, 

both qualitative and quantitative methods have been explored to establish the criteria. 

• Accuracy of the measure: All methods and data utilized to establish the measure must exhibit 

high accuracy. 

• Comprehensiveness of the measure: The measure should be applicable to datasets containing 

missing values. In other words, missing data should not be integral to determining the measure. 

2.1. Partitioning measure and Comparing method 

The study utilized the expert panel technique as a qualitative method to select the partitioning 

measure. Panel members were chosen based on their expertise and experience in relevant domains, ensuring 

a balanced representation of skills and a wide range of expertise to thoroughly discuss and address all 

pertinent issues [41]. Employing a structured process, the expert panel deliberated on the measures, 

evaluating them for importance, utility, and potential impact on the disjoint partitions. Through consensus, 

the panel identified the most crucial measures, prioritizing them for further development and refinement. 

Statistical tests, as a quantitative method, will be used to determine the optimal partitioning measure 

for creating disjoint partitions. The Figure 3 serves as a guide for selecting the appropriate statistical test to 

determine the partitioning measure. The selection of the best test is based on two indicators of the data type 

and the number of distinct values in the partitioning measure. 

 

 
Figure 3. Classification of statistical tests to compare partition measure. 

 

To assess the efficacy of the generated models, we employed the accuracy [42] that is calculated as 

follows:  

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

(𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁)
  

 where True positives (TP) are instances where the model accurately predicts a true positive 

outcome and false positives (FP) are instances where the model incorrectly predicts a true positive outcome. 

Similarly, True negatives (TN) are instances where the model correctly predicts ax true negative outcome and 

False negatives (FN) correspond to instances where the model incorrectly predicts a true negative outcome. 

 

3. RESULT 

In this section, we will first introduce the database used in the study. Subsequently, we will explain 

the details of both qualitative and quantitative methods employed to divide the data into disjoint partitions. 

Finally, we will report the results of the proposed method at the end of this section. 
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3.1. Dataset 

Mashhad is the capital of Razavi-Khorasan province, which is the second most populous city in Iran 

[43]. It is divided into four firefighting operational areas, with 49 fire stations distributed throughout the city. 

According to the latest statistics, there are currently 1,072 firefighters and 195 fire engines in Mashhad. The 

Mashhad Fire and Safety Services Organization store approximately 50 data fields for each performed 

operation. The list of the most important of these fields is provided in Table 1. 

 

Table 1. List of the most important fields store for each operation 
Variable Name Variable Description 

Operation Type Type of Operation 

Malicious Reporting Whether the call is a fake report or not. 

Announcement Time Time to send the fire brigade to the incident location 

Shift Work The shift during which operations are performed 

Fire Station The fire station that  the fire brigade was sent from there to service. 

Incident Location Address of reported incidents 

Phone Number Phone number of the reporter 

Last Name Last name of the reporter 

Redevelopment Code Identification number assigned to each property in the urban structure 

Municipal District Municipal district of the incident location 

Arrival Time  The time of the operational team's arrival at the incident location 

Longitude Longitude of the incident location 

Latitude Latitude of the incident location 

Distance The distance covered by the fire engine to reach the scene 

Completion Time The operation completion time 

Return Time The time of returning to the station 

Operational team's arrival at the station The time of the operational team's arrival at the station 

Operational Code  

(a three-level hierarchical structure) 

The first level consists of 9 sectors representing the type of incident 

The second level shows the severity of the incident 

The third level determines the type of operation 

Type of incident site  

(a two-level hierarchical structure) 

The first level of incident location 

The second level of incident location 

First source of ignition The material that initially caused the fire (used in fire operations) 

Primary combustible material The main material causing the fire (used in fire operations) 

Heat Source The source of heat generation in the fire (used in fire operations) 

Intentional/unintentional  Whether it was intentional or not (used in fire operations) 

Description The important points of the operation recorded in the system by the 

commander 

Additional operation information Based on the type of service, some additional information is reported e.g. the 
source of fire 

Date and time of operation completion Date and time of operation completion reported by the commander 

 

Other fields include the number of firefighters involved in the operation, the number of fire engines 

used in the operation, whether the police were involved in the operation, number of civilians/firefighters died 

in the operation, number of civilians/firefighters injured in the operation, etc., are also stored. 

The Description and the Operational Code field are two important fields stored for each operation. 

The Description field is a free text field filled by the operation commander. In addition to describing how the 

operation is performed, the commander must report important points that occurred in each operation in this 

field. 

Another crucial field in the database is the Operational Code. The code of each operation is 

determined by the operation commander based on a coding system. The coding system was a self-developed 

one by a team of experienced operation commanders and used from March 2015 to September 2018. Due to 

emerging needs in the organization, it was necessary to change the coding system. Finally, the organization 

developed a new personalized coding system based on the National Fire Protection Association (NFPA) 
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coding system. The self-developed coding system had a linear structure, but the new coding system has a 

three-level hierarchical structure as shown in Figure 4. 

 

 
Figure 4. The three-level hierarchical structure of new coding system 

 

3.2. Problem 

As mentioned, from March 2015 to September 2018, the code system structure was one-level. 

During this period, 53,411 operations were performed. After developing a three-level coding system, it 

replaced the previous one. Therefore, the NULL value was assigned to the new operation code field for the 

53,411 operations that took place from March 2015 to September 2018. Because the new coding system was 

three-level, three missing values appeared for each operation in the database, as shown in Figure 5. 

 

 
Figure 5. Data structure before and after using the new coding system 

 
To determine the new code for the operations, three solutions were proposed: 

• Solution 1: Building a map between the old and new coding systems involved holding several 

meetings with experts. Despite efforts, no acceptable mapping was achieved, making this 

solution practically impossible. 

• Solution 2: Given that information about the operation is stored in the Description field, which 

is the only field that can be used to determine the new code, operation commanders would need 

to read this field for the 53,411 operations and determine the new code. However, this solution 

is very costly and time-consuming, making it practically impossible. 

• Solution 3: Using a machine learning approach to predict missing values based on labeled data. 

Building a classifier using the Description field based on operations coded with the new coding 

system, and then predicting the missing values using the classifier for the operations performed 

before September 2018. 

Ultimately, solution 3 was selected as the only one compatible with the organization's conditions. 

The managers and decision makers of the organization determined the accuracy rates of 95%, 90%, and 85% 

as the minimum accuracies for determining the missing values for NewCode_L1, NewCode_L2, and 

NewCode_L3 fields, respectively. 



IJEEI ISSN: 2089-3272  

 

Partition-Based Technique to Enhance Missing Data Prediction (Mohammad M. B. J. et al) 

227 

3.3. Create Model 

Given that the Description field is the sole source for determining missing values, a common 

approach is to construct a text classification model based on operations coded with the new system. The 

missing values are then predicted using this model. In this process, the data without missing values (labeled 

data) is divided into training and test sets. The model is built on the training data, and its accuracy is assessed 

using the test data. If the model's accuracy meets predefined acceptable accuracies, it is used to predict 

missing values. 

As outlined in the introduction section, the field containing missing values is referred to as the 

dependent variable. In classifier construction, the goal is to predict the dependent variable based on other 

variables without missing values, known as independent variables. In this study, there are three dependent 

variables: NewCode_L1, NewCode_L2, and NewCode_L3 (Operational Code). Therefore, three separate 

models are required. The sole independent variable is the Description field, which contains free text. 

Before model construction, preprocessing operations were conducted on the Description field. Key 

operations included removing stop words, punctuation, and bad characters [44]. The text in the Description 

field was then converted into a matrix of token counts, which was further transformed into a normalized 

TF/TF-IDF representation [45]. Subsequently, several classifiers from the Scikit-Learn Python library [46] 

were trained, including the Naive Bayes classifier, Linear Support Vector Machine classifier [47], and 

Logistic Regression classifier [47]. Default parameter values for each algorithm were utilized in this research. 

For classifier training, operations recorded with the new coding system (labeled data) were 

employed. A total of 87,119 operations were registered with the new coding system from September 2018 to 

August 2021. Seventy percent of this data was allocated as training data, while the remaining 30% served as 

test data. The accuracies of the classifiers at each level are presented in Table 2. 

 

Table 2.  Accuracy of classifiers in each of the levels 
Classifier Accuracy Level 1 Accuracy Level 2 Accuracy Level 3 

Naive Bayes 0.97 0.84 0.76 

Linear Support Vector Machine 0.98 0.90 0.84 
Logistic Regression 0.96 0.87 0.81 

  

As demonstrated in Table 2, the Linear Support Vector Machine classifier exhibits the highest 

accuracy. The accuracy achieved for NewCode_L1 and NewCode_L2 surpassed the predetermined threshold, 

meeting the standards of the Mashhad Fire and Safety Services Organization. However, addressing the 

challenge with NewCode_L3 remains imperative. 

 

3.4. Determining the partitioning measure 

As mentioned in the previous section, two methods were utilized to determine the optimal measure 

for data separation: 1) an expert panel (Qualitative method) and 2) the use of statistical tests (Quantitative 

method). 

In the first method, five experts from the Mashhad Fire and Safety Services organization 

participated in an expert panel to determine the measure for database splitting. Demographic and job 

information of experts is shown in Table 3. 

 

Table 3.  Demographic and job information of experts in the Delphi method 
Expert Position Gender Academic degree Age Work 

Experience 

𝑬𝒙𝒑𝒆𝒓𝒕𝟏 Director of Education Department Male Doctorate 41 15 years 

𝑬𝒙𝒑𝒆𝒓𝒕𝟐 Director of Industrial Education Male Master 52 24 years 

𝑬𝒙𝒑𝒆𝒓𝒕𝟑 Firefighter/industry training instructor Male Bachelor 33 10 years 

𝑬𝒙𝒑𝒆𝒓𝒕𝟒 Firefighter/industry training instructor Male Doctorate 36 12 years 

𝑬𝒙𝒑𝒆𝒓𝒕𝟓 Firefighter/industry training instructor Male Master 46 23 years 

Average 42 17 years 

 

Eventually, Operation Type was selected as the measure. The available values for this field are 

Fire_Operation, Accident_Operation, and Prevention_Operation. Experts believe that there is a significant 

relationship between the coding system (Operational Code) and the type of operation (Operation Type). 

Therefore, partitioning the database based on Operation Type can segment it into three smaller databases, 

allowing for the creation of a more accurate classifier for each category. 

To assess this perspective, operations from September 2018 to August 2021 were divided into three 

partitions based on Operation Type. The number of operations in each partition is shown in Table 4. A 

classifier was developed for each partition, with 70% of the data utilized as training data and 30% as test 

data. The accuracy obtained from the split database is presented in Table 5. 



                ISSN: 2089-3272 

IJEEI, Vol. 12, No. 1, March 2024:  221 – 232 

228 

Table 4. Number of operations in each Operation Type 
Type Number of operations Percentage of total 

Fire_Operation 34,492 39.59% 

Accident_Operation 46,783 53.70% 

Prevention_Operation 5,844 6.71% 

 

Table 5. The accuracy of classifiers for each Operation Type 
Classifier Accuracy Level 1 Accuracy Level 2 Accuracy Level 3 

All_Operation 0.98 0.90 0.84 

Fire_Operation 0.99 0.87 0.81 

Accident_Operation 0.98 0.97 0.94 

Prevention_Operation 0.94 0.85 0.80 

 

To determine the best classifier, if the accuracy of the classifier built based on all the data, known as 

the All_Operation classifier, is superior to the classifier built for each of the partitions, then the 

All_Operation classifier is employed; otherwise, the classifier corresponding to that partition is utilized.Table 

6 outlines the final classifier for predicting the missing values of each partition. Cells marked in green 

indicate that the accuracy of the classifier built for that partition surpasses that of the All_Operation 

classifier. 

 

Table 6. Selected classifier for each partition 
Database Accuracy Level 1 Accuracy Level 2 Accuracy Level 3 

Fire_Operation Fire_Operation  All_Operation All_Operation 

Accident_Operation Accident_Operation Accident_Operation Accident_Operation 

Prevention_Operation All_Operation All_Operation All_Operation 

 

Building a model based on disjoint databases has notably enhanced the results, particularly in the 

Accident_Operation partition. In the Accident_Operation partition, the accuracy of the classifier at Level 1, 

Level 2, and Level 3 has improved from 0.98%, 0.91%, and 0.87% to 0.98%, 0.97%, and 0.94%, 

respectively. 

According to experts, there is no significant relationship between the coding system (Operational 

Code) and other fields stored in the database. In other words, partitioning the database based on other 

independent variables will not yield improved results. 

As experts may not always be available, we propose another method based on statistical tests 

(Quantitative method). For this purpose, statistical tests were utilized to investigate the relationship between 

independent variables and the dependent variable (Operational Code). The fields selected for this analysis 

include MunicipalDistrict, ShiftWork, FireStation, SiteType, and Operation Type. The relationship between 

each of these variables and the Operational Code field was examined separately using the Chi-square test. 

The Chi-square test is a hypothesis test used to assess the statistical significance of the relationship between 

two categorical variables, determining whether they are independent of each other. The null hypothesis (H_0) 

and the alternative hypothesis (H_1) for each of the independent variables and the dependent variable are as 

follows: 

 

Operation Type Field:  

H0 (Operation Type): There is no relationship between Operation Type and Operational Code in 

operations. 

H1 (Operation Type): There is a relationship between Operation Type and Operational Code in 

operations. 

 

MunicipalDistrict Field:  

H0 (Municipal District): There is no relationship between Municipal District and Operational Code 

in operations. 

H1 (Municipal District): There is a relationship between Municipal District and Operational Code in 

operations. 
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Shift Work Field:  

H0 (Shift Work): There is no relationship between Shift Work and Operational Code in operations. 

H1 (Shift Work): There is a relationship between Shift Work and Operational Code in operations. 

 

Fire Station Field:  

H0 (Fire Station): There is no relationship between Fire Station and Operational Code in operations. 

H1 (Fire Station): There is a relationship between Fire Station and Operational Code in operations. 

 

Site Type Field:  

H0 (Site Type): There is no relationship between SiteType and Operational Code in operations. 

H1 (Site Type): There is a relationship between Site Type and Operational Code in operations. 

 

First, the relationship between the two variables Operation Type and Operational Code is examined. 

All statistical tests were performed using SPSS software ver 22.0 [49].  

A chi-square test of independence was performed to examine the relation between Operational Code 

and Operation Type. The relation between these variables was significant, X2 (6, N = 87119) = 

142701.636.146, p < .001 (Table 7). 

 

Table 7. The result of Chi-square test to examine the relationship between Operational Code and Operation 

Type 
Chi-Square Tests 

 Value df 
Asymp. Sig. (2-

sided) 

Pearson Chi-Square 142701.636a 6 .000 

Likelihood Ratio 136349.372 6 .000 
Linear-by-Linear Association 2359.406 1 .000 

N of Valid Cases 86845   

a. 0 cells (0.0%) have expected count less than 5. The minimum expected count is 524.95. 

 

A chi-square test of independence was performed to examine the relation between Operational Code 

and Shift Work. The relation between these variables was significant, X2 (6, N = 87119) = 13.929, p = .030 

(Table 8). 

 

Table 8. The result of Chi-square test to examine the relationship between Operational Code and Shift Work 
Chi-Square Tests 

 Value df 

Asymp. Sig. (2-

sided) 

Pearson Chi-Square 13.929a 6 .030 

Likelihood Ratio 13.904 6 .031 
Linear-by-Linear Association .114 1 .735 

N of Valid Cases 86845   

a. 0 cells (0.0%) have expected count less than 5. The minimum expected count is 
1591.25. 

 
A chi-square test of independence was performed to examine the relation between Operational Code 

and Municipal District. The relation between these variables was significant, X2 (39, N = 87119) = 5380.536, 

p < .001 (Table 9). 

 

Table 9. The result of Chi-square test to examine the relationship between Operational Code and Municipal 

District 
Chi-Square Tests 

 Value Df 

Asymp. Sig. (2-

sided) 

Pearson Chi-Square 5380.536a 39 .000 

Likelihood Ratio 5540.383 39 .000 
Linear-by-Linear Association 8.574 1 .003 

N of Valid Cases 86845   

a. 0 cells (0.0%) have expected count less than 5. The minimum expected count is 126.91. 

 

A chi-square test of independence was performed to examine the relation between Operational Code 

and Site Type. The relation between these variables was significant, X2 (24, N = 87119) = 50830.404, p < 

.001 (Table 10). 
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Table 10. The result of Chi-square test to examine the relationship between Operational Code and Site Type 
Chi-Square Tests 

 Value df 
Asymp. Sig. (2-

sided) 

Pearson Chi-Square 50830.404a 24 .000 

Likelihood Ratio 47679.284 24 .000 
Linear-by-Linear Association 11413.296 1 .000 

N of Valid Cases 86845   

a. 0 cells (0.0%) have expected count less than 5. The minimum expected count is 62.23. 

 

A chi-square test of independence was performed to examine the relation between Operational Code 

and Fire Station. The relation between these variables was significant, X2 (156, N = 87119) = 9210.949, p < 

.001 (Table 11). 

 

Table 11. The result of Chi-square test to examine the relationship between Operational Code and Fire 

Station 
Chi-Square Tests 

 Value df 

Asymp. Sig. (2-

sided) 

Pearson Chi-Square 9210.949a 156 .000 
Likelihood Ratio 9604.003 156 .000 

Linear-by-Linear Association 134.883 1 .000 
N of Valid Cases 86845   

a. 3 cells (1.4%) have expected count less than 5. The minimum expected count is 2.63. 

 

Since the Chi-square test is sensitive to the number of observations (operations), and considering the 

large number of operations, even the slightest difference in the data can lead to a significant p-value. 

Therefore, we anticipated significant p-values when examining the relationship between each independent 

variable and the dependent variable. To delve deeper into this relationship, we utilized Cramer's V coefficient 

as a post-test to ascertain the strength of association after the Chi-square test has determined significance. 

Cramer's V coefficient falls within the range of [0,1]. To interpret Cramer’s V, the following approach is 

often used (Table 12): 

 

Table 12. Interpretation value of Cramer’s V coefficient 
Cramer’s V Interpretation 

Cramer’s V ≤ 0.2 
The result is weak. Although the result is statistically significant, the variables are only 

weakly associated. 

0.2 < Cramer’s V ≤ 0.6 The result is moderate. The variables are moderately associated. 
Cramer’s V > 0.6 The result is strong. The fields are strongly associated. 

 

The value obtained for the Cramer's V coefficient for each of the independent variables is shown in 

Table 13. 

 

Table 13. The result of Cramer’s V coefficient to examine strengths of association between independent 

variables and Operational Code 
Depended variable Independed variable Cramer's V coefficient Association 

Code_Level1 Operation Type 0.91 Strong association 

Code_Level1 Shift Work 0.01 Weak association 
Code_Level1 Municipal District 0.14 Weak association 

Code_Level1 Site Type 0.44 Moderate association 

Code_Level1 Fire Station 0.19 Weak association 

 

The Table 13 confirms the expert panel result. Finally, the operations from March 2015 to 

September 2018 were divided based on Operation Type field and the corresponding classifier based on Table 

6 was used to determine the missing values. 

The proposed measure (Operation Type) had three principles for the selection of the measure: 

• Power of measure: The selection criteria were determined using a qualitative method 

involving a panel of experts, where there was a high degree of consensus among all experts. 

Additionally, in the quantitative method employed, the statistical significance of the results was 

complemented by an assessment of the strength of the relationship. 

• Measure accuracy: Both the expert panel and statistical tests utilized in this research 

demonstrated high accuracy. 

• Measure comprehensiveness: The selected measure is recorded for all operations conducted. 
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4. CONCLUSION 

Missing data represent one of the most critical challenges in data mining projects. Given its direct 

impact on data quality, considerable efforts are dedicated to devising effective techniques for predicting 

missing values. Most proposed methods utilize all available data to estimate missing values. In this study, we 

present an innovative approach that addresses this challenge by partitioning the database into disjoint 

partitions, each equipped with its own predictive model tailored to its specific context within the database. 

Central to our approach is the identification of a partitioning measure characterized by three 

essential attributes. Firstly, it must ensure the creation of distinct partitions within the database. Secondly, the 

accuracy of all processes and data involved in determining this measure is paramount. Finally, the measure 

should be computable for records with missing parts. 

Our evaluation, conducted using the operational database of Mashhad Fire and Safety Services, 

incorporated expert panel insights and statistical analyses to establish the partitioning measure. By comparing 

models built on all available data with those constructed on disjoint partitions, we observed that the disjoint 

partitions model exhibited superior performance in 44% of cases, significantly enhancing the accuracy of 

missing value prediction. 

Simple measures for data separation were employed in this research. The introduction of more 

complex measures is likely to improve model accuracy. Notably, since the proposed approach is independent 

of the method used to impute missing values, it can complement existing methods as an additional step in the 

process of determining missing values. 
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