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ABSTRACT

MCOKE algorithm assigns a data object to multiple clusters and is known for its simplicity and effectiveness. Its drawback is the use of maxdist as a global threshold in assigning objects to one or more cluster because it is sensitive to outliers. Having outliers in the datasets can significantly affect the effectiveness of MCOKE with regards to overlapping clustering. In this paper, the outlier detection MAD is incorporated in MCOKE algorithm so that it can detect and remove outliers that can participate in the assignment of objects to one or more clusters. Experiments demonstrate that the improved MCOKE algorithm with MAD provides better identification of overlapping clustering. The performance of the outlier detection was also evaluated via F1 score performance criterion. Evaluation results revealed that the outlier detection demonstrated higher accuracy rate in identifying outliers when applied to real datasets.
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1. INTRODUCTION

Data mining is the method of extracting patterns from data [1]. Data mining is the most important part of KDD (Knowledge Discovery in Database) process to find meaningful information and discover new patterns from the massive collection of data [2]. In data science, the identification of these patterns is used to mine variety of information which is then used in numerous application [3]. Patient medical information in the field of healthcare is one of the sectors which uses data mining in analyzing data of patients and diagnosis of the diseases.

Data clustering can be considered one of the most important and challenging data mining techniques in the knowledge discovery process. It is a machine learning tool which is widely used to detect hidden structure or to outline the data category in several domains such as biology, system engineering and social sciences [4], [5]. Clustering, as to the unsupervised learning technique, aims to find groups of similar patterns within the same cluster and dissimilar patterns from different cluster [6].

Over the past decades, various data mining tools have been developed. One of such tools is overlapping clustering, where data objects or patterns can belong to one or more clusters. In real networks having complex overlapping community structures, an overlapping community detection algorithm is used to discover overlapping nodes and communities [7]. In a medical domain, studies used overlapping clustering in various diseases which are characterized by complex overlapping symptoms [8]. Several algorithms have been introduced for overlapping clustering, such as Restricted-OKM [9], that generalizes the well-known k-means algorithm to detect overlapping clustering. A study [10] proposed a novel co-clustering framework to discover overlapping groups in social media. Another study called OverCite, which can detect overlapping communities from network citation information [11].
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However, one of many challenging issues on overlapping clustering are noise and inconsistent patterns, also known as outlier. An outlier itself is an observation’s result which is significantly different with the majority of observation in a data set [12]. Having outliers in the dataset may result in inaccurate analysis of data that can lead to measurement errors and may potentially decrease the quality of a data analysis task. Identifying outliers in a collection of patterns is a very well-known problem in the data mining field [13]. This is due to the fact that outliers can significantly affect data mining performance [14]. There are various reasons that can induce outlier in the data; some of them are malicious activities like credit card fraud, cyber activity, the breakdown of the system, mechanical faults, changes in system behavior [15].

The problem of outlier detection for data mining is a rich area of research [16] because outliers can be identified in various ways and hence there are different approaches as to addressing such problem. Outlier detection is also termed as anomaly detection, event detection, novelty detection, deviant discovery, change point detection, intrusion detection and fault detection or misuse detection [17].

The MCOKE: Multi-cluster Overlapping K-means Extension is recently introduced as an alternative method of data clustering as well as identifying the overlapping of data [18]. MCOKE algorithm differs from other overlapping algorithms because of its simplicity and easy to use. It uses maximum distance (maxdist) in assigning objects to multiple clusters. However, MCOKE is sensitive to outlier which may affect the result of overlapping objects to multiple clusters.

In this paper, the researchers proposed an outlier detection to improve the performance of MCOKE algorithm by removing outliers that can participate in the calculation used in assigning objects to one or more clusters. The study considered the used of median absolute deviation (MAD) as a tool to detect outliers. MAD is known to be the most robust measures that are easy to use and are not sensitive to outlier. The performance of the proposed outlier detection technique was tested to see if the improved MCOKE algorithm’s accuracy is acceptable.

2. RESEARCH METHOD
2.1. Multi-Cluster Overlapping K-Means Extension

In this section, the original method of MCOKE algorithm is explained before going into details of the proposed method as shown in Figure 1.

| **Input:** Number of k clusters centroid and data points |
| **Output:** Membership Table (MT) |

**Phase 1**
- Randomly select initial cluster centroid
- Calculate the distance between each object and cluster centroid using Euclidian distance.
- Assign objects to its nearest cluster centroid
- Re-calculate cluster centroid
- If not converged, repeat from step 2.
- Saved maximum distance of object allowed in a cluster.

**Phase**
- Draw MT
- Compare distance of objects with other final centroid in the table MT
- Update objects membership in MT if distance is less than maxdist

Figure 1. Original MCOKE Algorithm

Multi Cluster Overlapping K-Means Extension (MCOKE) is an overlapping clustering method that has the capability to assign an object to more than one clusters. It uses maximum distance (maxdist) as the global threshold value and it is used to identify objects to a given cluster. The original MCOKE consist of two phases.
a. PHASE 1: Clustering is done with the use of standard k-means which involves distance minimization among objects and the cluster centroid.

b. PHASE 2: A Membership Table (MT) is generated from the initial run of the k-means algorithm. Maxdist (maximum distance of object allowed in a cluster) is used to identify data objects to one or several clusters.

The objective of the k-means clustering algorithm is to minimize the squared error function. Below is the sum of the squared error function (SSE) of k-means [18] defined in (1).

\[
J = \sum_{i=1}^{c} \sum_{x_i \in u_i} d(x_i, v_i)
\]

In the first phase, the user determines the number of k clusters, and then the algorithm randomly selects the initial cluster centroid of these clusters. Then, k-means uses the square of the Euclidian distance \(d(x_i, v_i)\) between points \(x_i\) and \(v_i\), where \(v_i\) is the center of cluster \(u_i\). Since minimizing the distance is equivalent to minimizing the square of the distance, the objective function \(J\) will decrease in every iteration until convergence or the assignments of points do not change from one iteration to the next. Then, data objects are assigned to its nearest cluster centroid which result in \(k\) clusters. After the initial run of kmeans, \(\text{maxdist}\) is saved and is used as the global threshold to assign objects to one or more clusters. This \(\text{maxdist}\) will be used in the second phase of the algorithm.

For the second phase, MT is generated. This MT is consists of vectors of all the data objects assigned to each cluster and their final cluster centroids. Each data object in MT is assigned 1 if a member or 0 if not a member to a cluster. For the multiple assignment steps in MCOKE, iteration is done to calculate the data objects distance within their respective cluster with the other final centroid in the membership table. The calculated distance is compared with the \(\text{maxdist}\) of the final centroid. If the distance is less than \(\text{maxdist}\) then that data object is allowed to be a member of that cluster centroid and the membership table is updated with 1 denoting a membership to that cluster.

2.2. Problem Description

MCOKE algorithm provides better belonging of objects to multicluster. However, just like K-means algorithm, it is sensitive to outliers [19].

An outlier are data points that lies far from other data points. Having outliers in a data may mislead the training process of the data mining algorithms, can alter our ability to interpret statistical tests, provide inaccurate output and ultimately result in poorer results.

In MCOKE, if an object exist in isolation MCOKE might choose this object as the maximum distance to a centroid. MCOKE will use this \(\text{maxdist}\) in assigning objects to multi-cluster, therefore, outliers can participate in the calculation which will eventually lead to inaccurate overlapping clustering output result. Future research involving modification of the original MCOKE to detect outliers is needed [20].

2.2. Problem Description

In this section, outliers that can participate in the calculation of object assignment to MCOKE is improved by removing outliers. Outlier detection is incorporated producing additional phase of the original algorithm. Figure 2 illustrates the system architecture of the proposed improvement in MCOKE.

![Figure 2. System Architecture of Improved MCOKE](image)
The new method consists of three phases.

a. **PHASE 1:** The use of a standard k-means algorithm that partition data objects into k clusters.

b. **PHASE 2:** The outlier discovery, where outliers are removed after clustering of data. The proposed outlier detection method using median absolute deviation was used to measure the decision value that will be used to find outliers.

c. **PHASE 3:** Overlapping clustering method. A maxdist (maximum distance of object allowed in a cluster) is used as a predictor in assigning a data object to one or several clusters.

The researchers used MAD to detect outliers and is incorporated in the original MCOKE. The process is discussed in the succeeding section.

From the initial run of k-means, saved distances of data objects allowed on each cluster are collected and ranked in ascending order. To determine the outliers, the first step is to calculate the median value ($M_i$), where $M_i$ is the median of the series of distances of data objects. Then, calculate the MAD by subtracting the median from each distance of a data objects. Next, rank the calculated value to ascending order and determine the median of absolute deviation. Then, median will be multiplied by $b$, where $b=1.4826$ a constant linked to the assumption of normality of the data [21]. In (2) shows the MAD formula.

$$MAD = b M_i \left( |x_i - M_j (x_j) | \right)$$  \hspace{1cm} (2)

After calculating the MAD, the next step is to define a threshold value, this is an indicator or criteria to guide our outlier detection. A study [22] proposed the values of 3, 2.5, and 2 as the threshold value of outlier. Lastly, we calculate the decision value. The decision value is computed by median plus or minus threshold value (+/-2, or 2.5, or 3) times the MAD. All values greater than and smaller than the decision value is considered outliers. Identified outliers are removed from the clusters. In (3) shows the equation to get the equivalent decision value.

$$M + 2.5 \cdot MAD \text{ or } M - 2.5 \cdot MAD$$  \hspace{1cm} (3)

By default, it is recommended that the threshold value of 2.5 is a reasonable choice for outlier detection [23]. This process is iterated to the next cluster and stops when all outliers are removed from the data sets. Figure 3 illustrates the improved MCOKE algorithm with the added outlier detection.

![Figure 3. The Improved MCOKE Algorithm](image)

### 3. Results and Discussions

In this section, experiments were conducted to test the improved algorithm. Two datasets were used, synthetic and real datasets.
3.1. Experiment 1

The first experiment used synthetic datasets. The synthetic datasets are composed of two attributes (Rating, Absences) with 25 instances. Five outliers are purposely added to the sample dataset, so 20 instances are normal, and 5 instances are abnormal data or known also as outliers (Student 21 to Student 25). Table 1 shows the synthetic datasets.

<table>
<thead>
<tr>
<th>STUDENT</th>
<th>Rating</th>
<th>Absences</th>
</tr>
</thead>
<tbody>
<tr>
<td>Student 1</td>
<td>80</td>
<td>3</td>
</tr>
<tr>
<td>Student 2</td>
<td>90</td>
<td>2</td>
</tr>
<tr>
<td>Student 3</td>
<td>77</td>
<td>3</td>
</tr>
<tr>
<td>Student 4</td>
<td>70</td>
<td>5</td>
</tr>
<tr>
<td>Student 5</td>
<td>78</td>
<td>3</td>
</tr>
<tr>
<td>Student 6</td>
<td>72</td>
<td>6</td>
</tr>
<tr>
<td>Student 7</td>
<td>73</td>
<td>7</td>
</tr>
<tr>
<td>Student 8</td>
<td>80</td>
<td>3</td>
</tr>
<tr>
<td>Student 9</td>
<td>90</td>
<td>2</td>
</tr>
<tr>
<td>Student 10</td>
<td>79</td>
<td>4</td>
</tr>
<tr>
<td>Student 11</td>
<td>72</td>
<td>7</td>
</tr>
<tr>
<td>Student 12</td>
<td>71</td>
<td>6</td>
</tr>
<tr>
<td>Student 13</td>
<td>82</td>
<td>2</td>
</tr>
<tr>
<td>Student 14</td>
<td>83</td>
<td>2</td>
</tr>
<tr>
<td>Student 15</td>
<td>95</td>
<td>1</td>
</tr>
<tr>
<td>Student 16</td>
<td>90</td>
<td>1</td>
</tr>
<tr>
<td>Student 17</td>
<td>74</td>
<td>6</td>
</tr>
<tr>
<td>Student 18</td>
<td>70</td>
<td>8</td>
</tr>
<tr>
<td>Student 19</td>
<td>80</td>
<td>7</td>
</tr>
<tr>
<td>Student 20</td>
<td>78</td>
<td>6</td>
</tr>
<tr>
<td>Student 21</td>
<td>200</td>
<td>5</td>
</tr>
<tr>
<td>Student 22</td>
<td>150</td>
<td>10</td>
</tr>
<tr>
<td>Student 23</td>
<td>140</td>
<td>6</td>
</tr>
<tr>
<td>Student 24</td>
<td>210</td>
<td>7</td>
</tr>
<tr>
<td>Student 25</td>
<td>160</td>
<td>9</td>
</tr>
</tbody>
</table>

3.1.1. Phase 1

In the first run of the synthetic experimental datasets, the standard k-means algorithm was used to partition a group of objects into several clusters. K was randomly initialized, where K is equivalent to the number of initial cluster centroid where objects are being assigned. The algorithm takes an input of 3 clusters centroid and each object is assigned to its nearest clusters based on its Euclidian distance. Figure 4 shows the visualization of 25 data objects with 3 clusters.

![Figure 4. Initial Run of K-means](image)

3.1.2. Phase 2

After the initial run of k-means, the proposed median absolute deviation (MAD) was used to find outliers that are present in the dataset. Figure 5 shows the visualization result; the red dots are the outliers found in the datasets identified by MAD.
Several studies stressed the importance of removing outliers to provide more accurate result in datamining thus removing outliers from the dataset is important [24], [25].

The incorporation of MAD as shown in the visualization clearly shows that outliers were correctly identified, thus improving MCOKE. After identification of the outliers, the abnormal data objects were isolated and no longer considered in the assigning of objects to multi-cluster. Figure 6 shows the visualization of datasets removing the outliers detected.

![Figure 5. Outlier Sample](image5.png)

![Figure 6. Datasets without Outliers](image6.png)

### 3.1.3. Phase 3

MT are generated for both MCOKE and improved MCOKE. The MT consist of the vectors of all data objects and their final cluster centroids. Each data object in MT is assigned 1 to denote membership to that cluster and 0 for non-membership. The same synthetic datasets were processed and the results of the simulation are presented in Table 2 and 3. Table 2 shows the datasets using the original MCOKE considers the outliers as members of a clusters. Table 3 shows that the improved MCOKE approach which no longer considers the abnormal data (outliers) in the processing of the datasets.

The same synthetic datasets were processed for the identification of overlap clusters. This time, the algorithm compares the distance of data objects assigned on its primary cluster with the other final centroid in the table. The membership table is updated with 1 if the distance of data object is less than maxdist otherwise 0.

As shown in Table 4 below, using the original MCOKE method, there are non-identified overlaps. While in Table 5, the result of the improved method revealed that in the sample datasets, seven (7) out of 20 instances are identified as data objects which overlaps to another cluster.
Based from the above experiment, incorporating outlier detection in MCOKE algorithm provides better identification of overlapping clustering results while having outliers in the datasets affects the effectiveness of MCOKE in identifying the belonging of objects to multi-clusters.

### 3.2. Experiment 2

To test the performance of the proposed outlier detection, real datasets were obtained considering IRIS, Diabetes, and Wine datasets [26]. The Iris dataset has 150 observations with 4 variables and 20 are considered outliers. Diabetes datasets have 768 observations with 12 variables and 20 that are treated outliers. For the Wine datasets, 178 observations with 12 variables and 20 that are treated outliers. The researcher compared the accuracy of the proposed outlier detection against IPOD [26], LoOP and LOF methods [27].
For the evaluation of the performance of the outlier detection, detecting outlier accuracy was measured using precision and recall. High precision describes how successful the algorithm returns relevant results than irrelevant ones. High Recall means that the algorithm returns most of the relevant results [28]. In (4) shows the formula for precision and recall.

$$\text{precision} = \frac{TP}{TP+FP}, \quad \text{recall} = \frac{TP}{TP+FN}$$

(4)

where:

- True Positives (TP) is the correctly predicted positive or yes values (predicted true outliers).
- False Positives (FP) predicted positive or yes values (predicted true outlier, but it is not).
- False Negative (FN) predicted negative values (predicted not an outlier, but it is a true outlier).

F-measurement or F1 score that combines precision and recall was also used. F-measurement calculates the weighted harmonic mean of recall and precision [29]. The higher the F-measure the better the detection accuracy, where 0 represents the worst and 1 represents a perfect detection [30]. In (5) defines the calculation of F-measure.

$$F_1 = 2 \times \frac{\text{precision} \times \text{recall}}{\text{precision} + \text{recall}}$$

(5)

Table 6 shows the result of the performance evaluation of the existing outlier detection algorithms LOF, LoOP, LPOD and the proposed method in terms of its accuracy in identifying outliers on real datasets.

Based from the above results, the proposed outlier detection achieves higher accuracy rate of 84% under Diabetes datasets, which means that the proposed method outrun the existing outlier detection methods. For the Iris datasets, the proposed method obtained the best performance of 83% accuracy which outperformed LOF, LoOP and LPOD. On the wine datasets, the proposed method achieved 71% accuracy rate in identifying outliers, whereas the existing outlier detection were lower than 50%.

Table 6 shows that the proposed outlier detection achieves higher performance accuracy rate in terms of finding outliers on real datasets.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Outlier Detection</th>
<th>Precision</th>
<th>Recall</th>
<th>F1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Diabetes</td>
<td>LOF</td>
<td>0.83</td>
<td>0.30</td>
<td>0.44</td>
</tr>
<tr>
<td></td>
<td>LoOP</td>
<td>0.81</td>
<td>0.35</td>
<td>0.49</td>
</tr>
<tr>
<td></td>
<td>LPOD</td>
<td>0.90</td>
<td>0.61</td>
<td>0.73</td>
</tr>
<tr>
<td></td>
<td>Proposed Method (IMCOKE)</td>
<td>0.89</td>
<td>0.80</td>
<td>0.84</td>
</tr>
<tr>
<td>Iris</td>
<td>LOF</td>
<td>0.86</td>
<td>0.30</td>
<td>0.44</td>
</tr>
<tr>
<td></td>
<td>LoOP</td>
<td>0.88</td>
<td>0.35</td>
<td>0.50</td>
</tr>
<tr>
<td></td>
<td>LPOD</td>
<td>0.93</td>
<td>0.70</td>
<td>0.80</td>
</tr>
<tr>
<td></td>
<td>Proposed Method (IMCOKE)</td>
<td>0.94</td>
<td>0.75</td>
<td>0.83</td>
</tr>
<tr>
<td>Wine</td>
<td>LOF</td>
<td>0.83</td>
<td>0.25</td>
<td>0.38</td>
</tr>
<tr>
<td></td>
<td>LoOP</td>
<td>0.86</td>
<td>0.30</td>
<td>0.44</td>
</tr>
<tr>
<td></td>
<td>LPOD</td>
<td>0.83</td>
<td>0.25</td>
<td>0.38</td>
</tr>
<tr>
<td></td>
<td>Proposed Method (IMCOKE)</td>
<td>0.86</td>
<td>0.60</td>
<td>0.71</td>
</tr>
</tbody>
</table>

4. CONCLUSION

The original MCOKE algorithm is known for its simplicity and effectiveness specifically in the identification of data objects to multi-cluster. However, having outliers in the datasets affects the effectiveness of MCOKE in assigning objects to one or more cluster. In this study, outlier detection is added to the original MCOKE to detect outliers that might be included in the processing of overlap clusters. Based on the experimental results, the proposed outlier detection improved the performance of MCOKE in the identification of data objects to multi-cluster. Furthermore, F1 score performance criterion using median absolute deviation as the proposed outlier detection method demonstrated higher outlier detection accuracy rate compared to LOF, LoOP, and LPOD methods.

Since MCOKE still uses K-means, it is still sensitive to the random initialization of the clusters center. An alternative approach to the random initialization is recommended. Another issue of the algorithm is its discovery of overlapping clusters. The proper way of assigning objects to one or more clusters should not focus only on the distance of objects and centroid of the clusters. Modification of the algorithm to include additional parameters aside from distance of objects and centroid of the clusters can be considered for future works.
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