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 A face mask is essential for protecting individuals from the entry of infectious 

or hazardous materials through the nose or mouth in specific situations. To 

optimize its protective function, it must be worn correctly. This research aims 

to develop a multiclass classification model, rather than a binary one, to assess 

the correctness of wearing face mask. The proposed model is designed to 

achieve high accuracy while maintaining efficiency, with a low number of 

model parameters. To this end, a deep convolutional neural network (CNN), 

specifically EfficientNet, is utilized. Experiments are conducted on the public 

MaskedFace-Net image dataset, which consists of four categories (correctly 

masked, uncovered chin, uncovered nose, and uncovered nose and mouth), 

using 3,000 randomly selected images from each category. The experiments 

test several EfficientNet models (B0-B3) and network hyperparameters 

(learning rate and dropout). The best accuracy of 0.99 is achieved by 

EfficientNet-B0 with a learning rate of 0.01 and a dropout rate of 0.2. The 

EfficientNet-B0 model outperforms other benchmark CNN models, including 

MobileNet-V3 and Inception-V3, despite having a slightly higher number of 

parameters than MobileNet-V3. This result demonstrates that the EfficientNet 

model is both accurate and efficient for multiclass classification of the 

correctness of wearing face mask. 
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1. INTRODUCTION  

The World Health Organization (WHO) strongly recommended that people wear face masks [1] after 

the declaration of the COVID-19 pandemic in 2020 [2]. Even though we have now entered the post-pandemic 

era, the recommendation to use face masks still continues. These recommendations are specifically aimed at 

people who have recently been exposed to COVID-19, individuals who suspect they are suffering from 

COVID-19, those at high risk of exposure, and even healthy people in crowded areas or poorly ventilated 

rooms [3]. In these situations, a face mask is used to prevent the entry or exit of droplets, which are the primary 

means of transmission for COVID-19, from or into the mouth or nose. Therefore, a face mask must be worn 

correctly (covering the nose and mouth) to optimize its protective function [1], [4]. 

In addition to the COVID-19 pandemic, wearing a face mask is also essential in the medical field, 

particularly for frontline healthcare workers and surgeons during surgery. The use of face masks is also crucial 

for workers in the mining and construction industries, where they serve as protective equipment against the 

inhalation of toxic dust in these environments [5]. 

Computer vision can be utilized to ensure whether a person is wearing a face mask correctly or not by 

developing a supervised model to predict its wearing condition. Currently, Convolutional Neural Network 

(CNN) is type a deep network with the convolutional layers in the beginning of network architecture. The 

convolutional layers of CNN are very useful for feature map extraction of an input image. Hence, the 

researchers do not need to perform feature extraction separately [6]. Therefore, many studies utilized CNN as 
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main algorithm to solve various tasks in computer vision, including image classification. The accuracy 

achieved by CNN in image classification is higher than the accuracy of other conventional machine learning 

algorithms, such as Random Forest, Naive Bayes Classifier, and Support Vector Machine [7]. 

Previous studies have been conducted on masked-face image classification. Kong et al. developed a 

model framework that receives input from real-time video, detects the face area using Inception, and predicts 

it using MobileNet-V3 [8]. Sanjaya et al. also applied MobileNetV2 for masked-face image classification, 

achieving an accuracy of 96.85% [9]. Umer et al. performed face mask classification using a dataset of 750 

real images and a customized CNN as the classifier algorithm. Their experimental results showed that the CNN 

achieved the highest accuracy of 97.5%, compared to other classical machine learning algorithms [10]. Thai et 

al. performed head pose estimation and masked face classification using deep learning. In the classification 

task, ResNet152 achieved the highest accuracy on the MAFA (Masked Face) dataset. However, the MAFA 

dataset has an unbalanced ratio of masked face images to normal face images [11]. Another study by Basha et 

al. applied ResNet50 to the Real-world Masked Face Recognition Dataset (RMFRD), which contains 90,000 

normal (non-masked) face images and 5,000 masked face images. ResNet50 achieved an accuracy of 97.8% 

[12]. 

Previous studies applying CNNs generally demonstrated good performance in terms of accuracy. 

However, some studies were conducted using limited datasets or imbalanced data. Training a model with 

limited data increases the risk of overfitting, and the complexity of the classifier may further exacerbate this 

risk [13]. The use of imbalanced training data can negatively impact the classifier's performance on minority 

classes [14]. Additionally, previous studies have primarily focused on predicting whether individuals use a face 

mask or not (a binary classification problem). To better optimize the protective function of face masks, it is 

crucial to classify the accuracy of face mask usage into more precise categories. 

Koklu et al. performed classification of face mask wearing condition into four categories. The 

combination of Transfer Learning VGG-16 and Bidirectional Long Short Term Memory (BiLSTM) were 

applied as feature extractor and predictor, respectively. However, their experiment involved only 2000 images 

and took long training time [15]. The resulting final model consists of two deep learning networks that involve 

a large number of parameters and high computational time. The prediction of wearing mask conditions, 

especially in public locations must be performed quickly to ensure the efficiency of the automatic prediction 

model. 

In view of these shortcomings, this research aims to develop a masked-face image classification model 

that focuses on the following three aspects: i) multiclass classification of the correctness of wearing a face 

mask, rather than binary classification, to ensure that a person is wearing the face mask correctly; ii) high 

accuracy of the model; and iii) model efficiency, with a low number of parameters to ensure fast predictions. 

To achieve these objectives, this research utilizes a customized CNN, namely EfficientNet, to develop the 

classification model. 

The EfficientNet architecture is optimized to achieve high accuracy with a low number of network 

parameters and computational time. EfficientNet is designed to achieve those objectives by using the principle 

of compound scaling, rather than arbitrary scaling, for depth (the number of convolutional layers), width (the 

number of filters), and resolution (the size of the input image) of the network. The depth, width, and resolution 

influence each other, for example when the resolution of image is bigger, the network requires more 

convolutional layers (depth) to expand the receptive fields of network and more filters (width) to extract more 

fine-grained features of the image. Additionally, the main building block of the base EfficientNet model, 

namely MBConv (mobile inverted bottleneck convolution), combines expansion convolution, depthwise 

convolution, and projection convolution sequentially. As a result, MBConv is more efficient than standard 

convolution in extracting complex features [16]. The advantages of EfficientNet align with the face mask 

classification model which requires high accuracy and low computational cost, since the model will likely be 

implemented on edge or mobile device.  

EfficientNet-B7 achieved the highest accuracy of 84.3% in ImageNet classification by using more 

than eight times fewer network parameters compared to the other competitors [16]. In the binary classification 

of masked face images, EfficientNet outperforms ResNet-50 and Inception [17]. Some modifications of 

EfficientNet also achieve the highest accuracy in rock image classification, outperforming other CNN 

architectures such as AlexNet, GoogleNet, VGG16, and ResNet34 [18]. The success of EfficientNet is also 

seen in other image classification tasks, including brain tumor classification from magnetic resonance images 

[19], skin disease classification [20], classification of plant leaf disease [21], and heartbeat sound classification 

based on spectrogram image [22]. 

Therefore, this research employs EfficientNet to obtain an accurate and efficient model for predicting 

the correctness of wearing face mask, which is divided into four categories: correctly masked, uncovered chin, 

uncovered nose, and also uncovered nose and mouth. To achieve this, the research utilizes a public masked-

face image dataset, MaskedFace-Net [23]. The focus of this research is on image classification, where a face 
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image is taken as input and classified into the specific conditions of face mask usage. The main contributions 

of this paper are: i) investigating the performance of several EfficientNet families and the effect of 

hyperparameters (learning rate and dropout) in the context of multiclass masked-face image classification; and 

ii) developing a model that can classify or predict the correctness of face mask usage into the four categories. 

 

2. METHOD  

The flowchart of this research methodology is shown in Figure 1. The dataset was collected from an 

online public source. First, preprocessing was performed to prepare the dataset for classification (training and 

testing). This research applied EfficientNet as the classification model. Subsequently, the preprocessed data 

were randomly divided into training and testing sets. The training data were used to perform cross-validation 

with various hyperparameter values. Cross-validation was employed to find the best combination of 

hyperparameters. Then, the final model was trained using the training data and the best combination of 

hyperparameter values. In the final stage, the resulting model was evaluated using the testing data, and the 

evaluation results were reported. 

  

Figure 1. The flowchart of research methodology 

 

2.1.  Dataset 

This research used the MaskedFace-Net dataset, which consists of the Correctly Masked Face Dataset 

(CMFD) and the Incorrectly Masked Face Dataset (IMFD). All images in both the CMFD and IMFD were 

created artificially from the Flickr-Faces-HQ (FFHQ) dataset. Each image in both datasets is an RGB image 

with a resolution of 1024 x 1024 pixels. The CMFD contains images of correctly masked faces, while the 

IMFD contains images of incorrectly masked faces, which are grouped into three categories/labels: 'uncovered 

chin,' 'uncovered nose,' and 'uncovered nose and mouth' [23]. Due to computational limitations and to balance 

the number of images in each category, this research selected 3,000 random images from the CMFD, labeled 

as 'correctly masked,' and 3,000 random images from each category of the IMFD. Therefore, the total number 

of images used in this research is 12,000. Examples of images in each category are shown in Figure 2. 

 

  

 
(a) 

Nose: 

covered 
Mouth: 

covered 

Chin: 
covered  

(b) 

Nose: 

covered 
Mouth: 

covered 

Chin: 
uncovered  

(c) 

Nose: 

uncovered 
Mouth: 

covered 

Chin: 
covered  

(d) 

Nose: 

uncovered 
Mouth: 

uncovered 

Chin: 
covered 

Figure 2. The example of an image in each category (a) correctly masked, (b) uncovered chin, (c) uncovered 

nose, and (d) uncovered nose and mouth [23] 
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2.2.  Preprocessing 

The preprocessing step aims to prepare the images before they are classified by the classification 

algorithm. In this stage, each image was resized to the resolution required by the classification algorithm. 

Different versions of EfficientNet require different image resolutions as input. Therefore, each image was 

resized to 224 x 224 for EfficientNet-B0, 240 x 240 for EfficientNet-B1, 260 x 260 for EfficientNet-B2, and 

300 x 300 for EfficientNet-B3. 

 

2.3.  Data Splitting 

The research dataset was randomly divided into 70% training data (8,400 images) and 30% testing 

data (3,600 images), with a balanced ratio in each category. Model training typically requires the adjustment 

of several hyperparameters. Therefore, 5-fold stratified cross-validation was applied to the 70% training data 

to find the best hyperparameters for training the final model. The 5-fold cross-validation was used instead of 

10-fold cross-validation because the dataset is quite large (8,400 images). With 5-fold cross-validation, the 

number of training samples in each iteration is 6,720, which is sufficient for training a deep network. 

Additionally, the number of iterations in each validation is smaller, resulting in lower computational time. 

After performing cross-validation, the original 70% training data was retrained using the best combination of 

hyperparameters, and the 30% testing data was used to assess the performance of the final model. 

 

2.4.  Classification Using EfficientNet 

EfficientNet is a type of convolution neural network (CNN) with efficient architectural model 

proposed by Tan and Le [24]. CNN is known as a type of deep learning network that has been successfully 

applied in research related to computer vision, such as image classification. The special layer of CNN, namely 

convolutional layer, is used for feature map extraction of an image. Therefore, by using CNN the features of 

an image can be extracted automatically, without having to specify the handcrafted features of an image 

manually [6].  

The performance of CNN in extracting feature map depends on the architecture in the convolutional 

layer including the number of convolutional layers (depth), the number of filters (width) used in each 

convolutional layer, and the size of the input image (resolution). CNN usually uses more than one convolutional 

layer. The beginning convolutional layers are used to capture simpler features, while the deeper layers are used 

to capture more complex features of an image. Using the depth network is good to capture complex features, 

but may increase the problem of vanishing gradient in the training process. Subsequently, each convolutional 

layer has some number of filters or channels. The higher number of channels (wide network), the more fine-

grained features can be captured. However, higher level features are difficult to be captured when the network 

is not deep enough, although the network is wide. Using the higher resolution of input image allow to capture 

more fine-grained pattern, but the experiment showed that using very high resolution may decrease the 

accuracy of network [25]. Researchers usually manually tune the depth, width, and resolution to find the best 

architecture that give the best performance to solve the specific case  [24]. 

Individual scaling of depth, width, or resolution of a network may improve network performance. 

However, after reach the certain number of scaling, the network performance tends to saturate. Those 

parameters are related to each other, for example using the high input resolution usually requires the high 

number of filters and the deeper network to capture the more fine-grained features and the complex features. 

Therefore, Tan and Le proposed the principles of compound scaling to scale the depth, width, and the resolution 

of a network uniformly as shown by equation (1). The principle uses the compound scaling coefficient 𝜙 where 

𝑑, 𝑤, 𝑟 refers to depth, width, and resolution of network, respectively. The scaling coefficient 𝜙 is user-

specified that is used to control available resources for model scaling. Then the parameter α, β, and γ specify 

the scaling up of the depth, width, and resolution of a network, respectively, according to the available 

resources specified by 𝜙. A small grid search can be performed to determine the value of α, β, and γ [24]. 

 

𝑑 = 𝛼𝜙,  𝑤 =  𝛽𝜙, 𝑟 = 𝛾𝜙 

s.t. 𝛼. 𝛽2. 𝛾2 ≈ 2 and 𝛼 ≥ 1, 𝛽 ≥ 1, 𝛾 ≥ 1              (1) 

 

The baseline network of EfficientNet families is called EfficientNet-B0. Figure 3(a) shows the 

architecture of EfficientNet-B0. This baseline network uses mobile inverted bottleneck convolution (MBConv) 

added by squeeze-and-excitation (SE) optimization as its main building block [24]. MBconv block consist of 

several operations, namely 1x1 pointwise convolution, depthwise separable convolution, SE module, followed 

by 1x1 pointwise convolution and dropout as shown in Figure 3(b) [18]. The first 1x1 pointwise convolution 

is used to expand the feature map. Different from standard convolution operator, depthwise convolution 

perform single convolutional kernel per input channel [26]. The SE module calculates the weight of each 

channel in the input feature map based on its importance. The last 1x1 pointwise convolution is used to narrow 
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back the size of feature map. Then, the resulting feature map are added to the initial input feature map. Batch 

normalization is added to standardized the output values so that the model can reach convergency more quickly. 

Swish activation function is used to add non-linearity [18].  

 

 

(a) (b) 

 

Figure 3. (a) Architecture of baseline EfficientNet-B0 [16] and (b) Structure of MBConv module[18] 

 

By using the principle of compound scaling as (1), the baseline network is scaled up from 

EfficientNet-B0 until EfficientNet-B7. Using the value 𝜙 = 1, EfficientNet-B0 found the best value of α = 1.2, 

β = 1.1, and γ = 1.15 through the small grid search. Then, the version of EfficientNet-B1 to B7 are obtained by 

using the constant value of those α, β, and γ with different value of compound scaling 𝜙. Each model of 

EfficientNet requires the different input size or resolution. The higher version of EfficientNet have a deeper 

and wider network architecture and requires the higher input resolution. EfficientNetB0 until EfficientNet-B7 

uses the input resolution of 224, 240, 260, 300, 380, 456, 528 respectively [24]. 

The architecture of the classification model is shown in Figure 4. The classification model for 

predicting the label of masked face image in this research was built by using EfficientNet with the weight 

initialization from the pre-trained EfficientNet model on ImageNet dataset. Therefore, it allows to use the lower 

epoch in the model training because the weight initialization is not carried out randomly. After the last layer of 

pretrained EfficientNet, the GlobalAveragePooling2D was added for dimensionality reduction of the spatial 

feature map. Then, batch normalization was added to standardized the output values of the preceding layer in 

order to avoid the explosion of vanishing gradient problem. Subsequently, dropout was also added to reduce 

the number of nodes randomly in order to avoid overfitting. The last layer is output layer consisting of 4 nodes 

with softmax activation function because there are four classes in this classification problem. The outputs of 

softmax layer represent the probabilities of an input data belonging to each class label. The equation of softmax 

function is shown by equation (2) where 𝑧𝑖 is the weighted sum of 𝑖-th output node and 𝑚 is the number of 

classes [25].  

 

𝑠𝑜𝑓𝑡𝑚𝑎𝑥(𝑧𝑖) =
exp (𝑧𝑖)

∑ exp (𝑧𝑖)𝑚
𝑖=1

            (2) 
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Figure 4. Architecture of EfficientNet for multiclass classification of the correctness of wearing face mask 

 

2.5.  Evaluation Metrics 

This study utilized accuracy as an evaluation metrics to measure the performance of the resulting 

classifier model since the number of samples in each class is equal. Accuracy is obtained from the number of 

correctly predicted data divided by the total number of data [27]. In addition to accuracy, the loss is also 

reported. Since the problem is multiclass classification, the categorical cross entropy loss function was used.  

The loss value measures the difference between the predicted probability and the actual category of each 

samples.  

 

3. RESULTS AND DISCUSSION 

These experiments involve two phases: model development and model evaluation. The goal of model 

development is to select the best combination of hyperparameters by performing stratified 5-fold cross-

validation on the training data. In the model evaluation phase, the performance of the final model is assessed. 

The best hyperparameter values from the model development phase are used to train the final model using the 

training data. Then, the resulting final model is evaluated using the testing data. 

 

3.1.  Model Development 

These experiments involve some hyperparameters tuning to find the best combination of them which 

provide the model with the highest accuracy. The combination of hyperparameters for EfficientNet model in 

this research are: 

• The versions of EfficientNet: B0, B1, B2, and B3. Each version of EfficientNet has different network 
layer architecture and requires different size of input data. The higher version of EfficientNet model 
have deeper and wider network architecture resulting in larger number of model parameters or more 
complex model. A complex model may have better capacity to handle more complex case, but also has 
higher risk of overfitting. In this research, we limit to EfficientNet-B3 because the higher version needs 
higher size of data input which requires higher computational time.  

• Learning rate: 0.1, 0.01, and 0.001. Learning rate affects the speed of training process. A small value of 
learning rate will result in a small weight update. However, if the learning rate is too large, it also allows 
for divergence of the network. 

• Dropout rate: 0.2 and 0.4. Dropout reduce the number of nodes in a certain layer randomly to avoid 
overfitting. The higher dropout rate may reduce the higher number of nodes in a layer which may reduce 
the learning capacity of network. Therefore, to reduce the risk of overfitting, while maintaining the 
performance of network, the dropout value needs to be fine-tuned. 

Finally, there are 24 combinations of hyperparameters in this scenario. The training process for all 

scenarios was carried out using a batch size of 64 and 20 epochs. The results of these experiments are presented 
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in Table 1. It is shown that most models achieve a lower validation loss when using a smaller learning rate. A 

lower learning rate allows for smoother weight updates by taking smaller steps in the direction of minimizing 

the loss function. The validation accuracies vary depending on the EfficientNet version and the 

hyperparameters used. However, each model is able to achieve an accuracy of more than 97%. This result 

confirms that EfficientNet models perform excellently in this classification task. The baseline EfficientNet-B0 

outperforms the other versions, as shown by its accuracy value of more than 98% in all combinations of 

learning rate and dropout. To observe the effect of each hyperparameter on classification performance, the 

results are aggregated based on the hyperparameter values. 

 

Table 1. The validation loss and accuracy of each model in model development 
Model Number Version Learning Rate Dropout Validation Loss Validation Accuracy (%) 

1 EfficientNet-B0 0,100 0.2 3,619 98,107 

2 EfficientNet-B0 0,100 0.4 3,619 98,000 

3 EfficientNet-B0 0,010 0.2 0,083 98,976 

4 EfficientNet-B0 0,010 0.4 0,156 98,357 

5 EfficientNet-B0 0,001 0.2 0,156 98,357 

6 EfficientNet-B0 0,001 0.4 0,047 98,619 

7 EfficientNet-B1 0,100 0.2 4,651 97,560 

8 EfficientNet-B1 0,100 0.4 4,894 97,643 

9 EfficientNet-B1 0,010 0.2 0,137 97,952 

10 EfficientNet-B1 0,010 0.4 0,156 98,357 

11 EfficientNet-B1 0,001 0.2 0,051 98,488 

12 EfficientNet-B1 0,001 0.4 0,053 98,405 

13 EfficientNet-B2 0,100 0.2 4,357 97,786 

14 EfficientNet-B2 0,100 0.4 5,770 97,524 

15 EfficientNet-B2 0,010 0.2 0,141 98,393 

16 EfficientNet-B2 0,010 0.4 0,155 98,226 

17 EfficientNet-B2 0,001 0.2 0,044 98,810 

18 EfficientNet-B2 0,001 0.4 0,044 98,655 

19 EfficientNet-B3 0,100 0.2 5,862 97,321 

20 EfficientNet-B3 0,100 0.4 7,130 97,440 

21 EfficientNet-B3 0,010 0.2 0,177 98,071 

22 EfficientNet-B3 0,010 0.4 0,173 97,845 

23 EfficientNet-B3 0,001 0.2 0,046 98,631 

24 EfficientNet-B3 0,001 0.4 0,055 98,393 

 

The comparison of average accuracy across different versions of EfficientNet with varying learning 

rates is shown in Figure 5. The results indicate that most models (EfficientNet-B1, B2, and B3) achieve higher 

accuracy with smaller learning rates, except for EfficientNet-B0, where the average accuracy is higher with a 

learning rate of 0.010 compared to 0.001. This suggests that lower learning rates tend to perform better for 

most versions of the EfficientNet network. When the learning rate is higher, the network weights are updated 

with the higher value, which can lead to instability in the training process and cause the model to miss the 

optimal result. 

 

 

Figure 5. Comparison of the average accuracy across different versions of EfficientNet with varying learning 

rates 

 

Figure 6 shows the comparison of average accuracy across different versions of EfficientNet with 

varying dropout values. Most experiments achieve higher accuracy with the smaller dropout value of 0.2, 

90,000
92,000
94,000
96,000
98,000

100,000

B0 B1 B2 B3

A
cc

u
ra

cy

EfficientNet model

Learning Rate = 0.100

Learning Rate = 0.010

Learning Rate = 0.001



IJEEI  ISSN: 2089-3272  

 

EfficientNet Model for Multiclass Classification of The Correctness of Wearing Face Mask (Khadijah et al) 

25 

compared to a dropout value of 0.4. This trend is observed in EfficientNet-B0, B2, and B3, while in 

EfficientNet-B1, most models perform better with the higher dropout value. Therefore, it can be concluded that 

the effectiveness of the dropout value is dependent on the architecture of the network model. However, in most 

cases, the smaller dropout value results in higher accuracy. 

 

 

Figure 6. Comparison of the average accuracy across different versions of EfficientNet with varying dropout 

rate 

 

The comparison of average accuracy across different versions of EfficientNet is shown in Figure 7. 

Based on the results, the average accuracy of the EfficientNet-B0 model is the highest among the other 

EfficientNet models. The average accuracy achieved by EfficientNet-B1 is lower than that of EfficientNet-B2. 

However, the most advanced version of EfficientNet in this experiment, EfficientNet-B3, achieves the lowest 

average accuracy compared to the other versions. This suggests that, in this case, a simpler architecture is 

sufficient to achieve the best result, while more complex architectures, with a larger number of model 

parameters, may increase the risk of overfitting. 

 

 

Figure 7. Comparison of average accuracy between versions of EfficientNet 

 

 

3.2.  Model Assessment 

Based on the result in model development, it is found that the best hyperparameter values providing 

the best accuracy is: 

• Model = EfficientNet-B0 

• Learning rate = 0.010 

• Dropout = 0.2.  

After training the final model by using the best hyperparameter values on 70% training data and testing 

the model on 30% testing data, the performance of the final model is obtained. Figure 8 shows the performance 

of the final model on training and testing. It is shown that the model is able to reach good accuracy in early 

epoch, then the accuracy fluctuates slightly in the next iteration. The best accuracy reached is close to 0.99. 

The line of training and testing are lies to each other which shown that the network has good generalization 

performance and is not overfit. 
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Figure 8. The accuracy of EfficientNet model in training and testing 

 

In addition, this research also compares the performance of the best resulting model with other CNN 

benchmark architecture, such as MobileNet-V3 [28] and Inception-V3 [29]. Figure 9(a) and 9(b) show the 

performance of MobileNet-V3 and Inception-V3, respectively. It is shown that MobileNet-V3 and Inception-

V3 require slightly more epochs to achieve good accuracy than EfficientNet-B0. Beside that, the best accuracy 

achieved by MobileNet-V3 is up to 0.95 which is lower than the best accuracy of EfficientNet-B0. The 

InceptionV3 model is only able to achieve the highest accuracy up to 0.72 which is much lower than 

EfficientNet-B0 or MobileNet-V3. 

 

  
(a) (b) 

Figure 9. The accuracy of other CNN benchmark model in training and testing (a) MobileNet-V3 and  

(b) Inception-V3 

 

In spite of accuracy, the number of model parameters also affects the performance of the model in 

terms of efficiency or speed of execution. It can be seen from Table 2 that MobileNet-V3 is the model with the 

lowest number of parameters, followed by EfficientNet-B0 and Inception-V3. The number of EfficientNet-B0 

parameters is one-fifth lower than the number of Inception-V3 parameters. When compared to MobileNet-V3, 

the number of EfficientNet-B0 parameters is higher, but the difference is less than 25%. 

 

Table 2. The Comparison of accuracy and number of parameters between CNN models 
Model Total Parameters Trainable Parameters 

EfficientNet-B0 4,059,815 7,684 

MobileNet-V3 3,237,060 6,148 

Inception-V3 21,819,172 12,292 

 

Finally, the results are also compared to other research that utilized the MaskedFace-Net dataset. The 

proposed model outperforms the Vision Transformer method, which achieved a validation accuracy of 0.960 

and a testing accuracy of 0.953 [30]. The proposed model also demonstrates competitive performance 

compared to the models developed by Azouji et al., who used CNN as a feature extractor and Large Margin 

Piecewise Linear (LMPL) as a classifier. Their research developed two models: the first model classifies face 

mask usage into three categories (correctly worn, incorrectly worn, and not worn) with an accuracy of 0.9953, 

while the second model classifies incorrectly worn face masks into three categories (uncovered chin, uncovered 

nose, and uncovered nose and mouth) with an accuracy of 0.9964 [31]. 
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4. CONCLUSION 

This research performs a multiclass classification of the correctness of face mask usage into four 

categories: correctly masked, uncovered nose, uncovered chin, and uncovered nose and mouth. The 

classification model is built using the EfficientNet pretrained model on the ImageNet classification dataset. 

The results of the experiment show that, in most scenarios, using lower values for the learning rate and dropout 

results in better performance. The best results are also achieved with the simplest version of the EfficientNet 

family, namely EfficientNet-B0. In the model assessment, the final EfficientNet-B0 achieves an accuracy close 

to 0.99. A comparison with other benchmark CNN architectures, namely MobileNet-V3 and Inception-V3, 

shows that the accuracy of EfficientNet-B0 is the highest among the others. In terms of the number of model 

parameters, the number of parameters in EfficientNet-B0 is much lower than that of Inception-V3, while 

slightly higher than that of MobileNet-V3. These results demonstrate that EfficientNet-B0 excels both in 

accuracy and efficiency (in terms of the number of model parameters). 

The future research may combine the dataset of face image that do not use a face mask, therefore the 

resulting model may also differentiate between people that do not face mask, use face mask correctly, and do 

not use face mask correctly (uncovered nose, uncovered chin, and uncovered nose and mouth).  
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