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ABSTRACT

Text classification is a fundamental task in natural language processing (NLP)
aimed at categorizing text documents into predefined categories or labels. Lever-
aging artificial intelligence (AI) tools, particularly deep learning and machine
learning, has significantly enhanced text classification capabilities. However,
for the Arabic language, which lacks comprehensive resources in this domain,
the challenge is even more pronounced. Hierarchical text classification, which
organizes categories into a tree-like structure, presents added complexity due to
inter-category similarities and connections across different levels. In addressing
this challenge, we propose a deep learning model based on BERT (Bidirectional
Encoder Representations from Transformers) and BiLSTM (Bidirectional Long
Short-Term Memory). Experimental evaluations demonstrate the effectiveness
of our approach compared to existing methods, yielding promising results. Our
study contributes to advancing text classification methodologies, particularly in
the context of Arabic language processing.
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1. INTRODUCTION
Artificial intelligence (AI) has revolutionized numerous domains by enabling machines to perform

tasks that traditionally required human intelligence [1]. Within AI, machine learning and deep learning stand
out as powerful methodologies driving innovation across various applications. In particular, natural language
processing (NLP) tasks have witnessed significant advancements, with text classification being a cornerstone
application.

Text classification is the process of assigning textual data to specific categories or labels based on
its content. This technique is widely used in various applications, including sentiment analysis, spam filter-
ing, and topic identification. Its importance spans diverse domains, including information retrieval, document
organization, and automated decision-making systems.

Motivated by the vast Arabic-speaking community, our focus lies in addressing the challenges of
text classification for the Arabic language. Despite the sizable population that communicates in Arabic, the
language still faces a shortage of resources, particularly in the realm of hierarchical datasets necessary for
complex classification tasks.

Hierarchical classification presents unique challenges compared to flat classification, primarily due to
the inherent similarities between categories and sub-categories. The intricate relationships within hierarchical
structures necessitate specialized approaches to effectively capture the nuances of classification.
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In this paper, we propose a deep-learning-based solution tailored to hierarchical Arabic text classifi-
cation. Our methodology begins with the acquisition and preprocessing of an Arabic dataset, which is subse-
quently divided into training and testing sets. The classification pipeline leverages state-of-the-art techniques,
starting with the application of BERT for text preprocessing and encoding, followed by the utilization of a
BiLSTM model for classification.

Evaluation results demonstrate the efficacy of our approach, with promising performance metrics
indicating its potential for real-world applications. Furthermore, a comparative study highlights the superiority
of deep learning models over traditional machine learning approaches in the context of hierarchical Arabic text
classification.

The rest of this paper is organized as follows: Section 2 gives an overview of related work in the
field of text classification and Arabic language processing. Section 3 details our proposed deep-learning-based
model architecture, including the BERT and BiLSTM components. Section 4 presents the experimental setup,
dataset, evaluation results, and a comparative analysis with existing methods. Finally, Section 5 concludes the
paper and outlines avenues for future research.

2. RELATED WORK
Various approaches have been proposed for Arabic text classification, using a range of classification

methods on different datasets. Below is a brief review of the main approaches from the past six years:
Sundus et al. proposed a supervised feed-forward model, utilizing a machine learning technique

for logistic regression [2]. Their study demonstrated significant improvements in classification accuracy and
training time compared to traditional logistic regression methods.

Galal et al. focused on using convolutional neural networks (CNN) for Arabic text classification,
which excelled in various natural language processing (NLP) tasks [3]. They developed a novel algorithm that
incorporated additional Arabic letters and word embedding distances to cluster related Arabic words effectively.

El-Alami et al. proposed a technique based on Bag-of-Concepts and deep Autoencoder representations
for Arabic text classification [4]. They utilized the Chi-Square method to recognize the most informative
features and integrated explicit semantics from Arabic WordNet.

Alhawarat and Aseeri suggested a Superior Arabic Text Categorization Deep Model, which is a new
framework using a Multi-Kernel CNN with N-gram word embedding [5].

Almuzaini and Azmi examined how different stemming approaches impact classification accuracy in
large Arabic texts using deep learning [6]. They used their model to classify Arabic news writings from the
Saudi Press Organization.

Aljedani et al. proposed a hierarchical multi-label Arabic text categorization (HMATC) model incor-
porating machine learning techniques [7]. They optimized the Hierarchy Of Multilabel classifiER (HOMER)
algorithm by exploring various combinations of multi-label classifiers, clustering techniques, and cluster num-
bers to enhance hierarchical classification.

El Rifai et al. automatically analyzed tagged news articles using vocabulary features, testing deep
learning approaches on two datasets [8].

Alsukhni aimed to create an Arabic news display for users, employing Multilayer Perceptron (MLP)
and Recurrent Neural Network (RNN) with to develop two models in Python [9].

Elghannam conducted a project in two phases, automatically assigning multiple labels to hotel reviews
based on highlighted aspects [10]. The data instances were tagged as multi-label using collected seed key
clusters.

Rifai’s research aimed to automatically tag input documents with multiple tags based on vocabulary
features [11]. A large dataset was compiled and made publicly available, and classifiers were wrapped in a
OneVsRest classifier for this purpose.

Bouchiha et al. implemented and compared various classifiers using different feature extraction tech-
niques (e.g., Doc2Vec, BoW) and machine learning algorithms (e.g., Decision tree, Naı̈ve Bayes) to determine
the best Arabic text classification results, using the DataSet for Arabic Classification (DSAC) [12].

Bdeir and Ibrahim proposed a framework for the multi-label classification of Arabic tweets, employing
word embedding techniques and CNN/RNN algorithms [13]. Their dataset included Arabic tweets collected
from Twitter.

The next table summarizes the mentioned Arabic text classification approaches:
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Table 1. Summary of Arabic text classification approaches
Reference Text classification technique Dataset
[3] CNNNorm, CNNGStem Arabic news dataset
[2] Feed-forward neural network model and Logistic Regression Khaleej-2004 and an inhouse corpus

from online Arabic news
[5] Word embedding, CNN multi-kernel, and n-gram 15 public datasets
[4] Restricted Boltzmann Machines autoencoder, MLP and SVM OSAC corpus
[6] Stemming strategies, deep learning approaches, Arabic News Texts and

and word embedding techniques Saudi Press Agency
[7] HMATC model with a machine learning technique Raw dataset describing

the Islamic field
[8] Shallow and deep learning algorithms Two datasets were created

from Arabic news portals
[9] Recurrent Neural Network with Long Short-Term Mowjaz Multitopic Labelling

Memory, and Multilayer Perceptron Task Competition
[10] Various multi-label classification learning approaches Hotel reviews
[11] Logistic Regression XGBoost, and deep learning techniques Multi-tagged articles from

various Arabic news portals
[12] Feature extraction techniques with Machine learning algorithms DataSet for Arabic

Classification (DSAC)
[13] Word embedding techniques and CNN/RNN algorithms Arabic tweets collected from

Twitter

Other surveys on Arabic text classification, such as those by Wahdan et al. [14] and Abdulghani and
Abdullah [15], are available. However, these surveys do not focus on dataset levels (flat and hierarchical).

Most previous works have not been tested using hierarchical datasets or evaluated with metrics ded-
icated to hierarchical structures. To address these limitations, we proposed a BERT-BiLSTM model tested
on a hierarchical Arabic dataset and evaluated with a metric that considers hierarchical dependencies between
categories.

3. PROPOSED MODEL
This section describes the proposed BERT-BiLSTM model for hierarchical Arabic text classification.

It begins by introducing BERT and BiLSTM, followed by an explanation of the general architecture of the
proposed model.

3.1. BERT
BERT, or Bidirectional Encoder Representations from Transformers [16], is a Transformer Encoder

stack trained to provide numerical representations of text in the form of vectors. It consists of two main stages:
Preprocessing and Encoding.

In BERT, the preprocessing stage prepares Arabic text for the encoding process. This involves tok-
enizing the text into sub-word units using WordPiece tokenization, which helps handle complex and rare words
by breaking them down into meaningful components. Special tokens like [CLS] and [SEP] are added to mark
the start and end of sentences, while padding ensures all sequences are of equal length. An attention mask is
generated to distinguish real tokens from padding, and in some cases, normalization is applied to standardize
characters or remove unnecessary diacritics in the Arabic text.

In the encoding stage, BERT uses a transformer architecture to generate dense vector representations
of the text. It processes the input bidirectionally, allowing each word to be understood in the context of the
entire sequence, which is crucial for Arabic’s rich morphology and complex sentence structures. BERT creates
contextualized embeddings for each token, meaning that even the same word will have different representations
depending on its context. These embeddings are then used in downstream tasks like text classification, where
the [CLS] token’s final state typically serves as the representation for classification.

3.2. BiLSTM
Long Short-Term Memory (LSTM) networks excel in sequence prediction tasks by effectively cap-

turing long-term dependencies within data sequences [17], excel in sequence prediction tasks by effectively
capturing prolonged dependencies within data sequences. BiLSTMs, an extension of LSTM networks intro-
duced by Schuster and Paliwal [18], enhance LSTM’s ability to capture long-range dependencies by processing
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input sequences in both forward and backward directions.
BiLSTM has been used to address several problems, such as detecting Plant Disease Relations (PDR)

[19] and classifying families of protein sequences [20]. In this paper, we leverage the power of BiLSTM for
hierarchical classification of Arabic texts.

3.3. General architecture
To classify hierarchical Arabic texts, we propose a deep learning solution integrating BERT and BiL-

STM. The classification process comprises two phases: Training and Evaluation. The training phase involves
learning the model to classify text into corresponding categories, while the evaluation phase assesses the trained
model’s performance.
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Figure 1. BERT-BiLSTM model architecture

As depicted in Figure 1, the input hierarchical Arabic dataset is divided into two sets: training (70%)
and test (30%). During the training phase, BERT preprocesses and encodes the Arabic text as vectors. BERT,
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based on transformers, is adept at representing text as embedding vectors. The preprocessing step includes
tasks such as removing stop-words, numbers, punctuations and non-Arabic words; It also includes tokenization
and normalization. The encoding step generates a 768-dimensional from a text.

Subsequently, the BiLSTM model, designed for sequence classification, processes the encoded se-
quences. The model architecture includes two bidirectional LSTM layers and a dense layer. This architecture
effectively captures complex sequence dependencies inherent in text classification tasks.

Once the training phase is completed, the model undergoes evaluation using the test set. The evalua-
tion results, as discussed in the following section, demonstrate the model’s performance.

4. EXPERIMENTS
This section details the implementation of our proposed model, the dataset used, the selected Ara-

bic BERT version, the BiLSTM for sequence classification, and the evaluation and comparison results that
demonstrate the model’s efficiency.

4.1. Implementation
Our model is implemented in Python, utilizing built-in modules that facilitate the construction of

various system components. The source code for our model is publicly available on GitHub1, providing a
valuable resource for the AI and NLP communities.

4.2. Dataset
We utilized the WiHArD (Wikipedia-based Hierarchical Arabic Dataset) as our input dataset [21].

The WiHArD dataset is derived from the Arabic Wikipedia category tree, a hierarchical system that organizes
articles into categories and subcategories, facilitating navigation through related topics. It begins with broad
themes like Math, Culture, and History, which further branch into specific subjects such as Tourism, Events,
or Algebra. This structure is crucial for organizing content, as each article is classified under relevant themes,
connecting related topics. Its well-defined hierarchy and extensive coverage of Arabic subjects make it a
valuable resource for natural language processing tasks like hierarchical text classification.

WiHArD2 is available on the Elsevier Mendeley Data Platform and comprises over 6000 files orga-
nized into three classes at ”Level 1” and nine classes at ”Level 2” (see Figure 2):

• Level 1: Culture ( �é 	¯A �®�K), History ( t�'
PA�K) and Math ( �
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�AK
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�
� ð ÐAª£), Tourism ( �ékAJ
�), Events ( �

H@Yg
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�
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�
') and Geometry ( �é�Y	Jë) presenting specific
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Figure 2. WiHArD taxonomy [21]

1https://github.com/khouloud-1/BERT-BiLSTM
2https://data.mendeley.com/datasets/kdkryh5rs2/2
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4.3. BERT for Arabic language
Several BERT versions tailored for the Arabic language exist. To identify the best-performing model,

we conducted a comparison study using various Arabic BERT models and datasets, including ANT (Arabic
News Text) [22], the Khaleej dataset [23], and OSAC (Open Source Arabic Corpora) [24]. The BERT versions
tested were ArabicBERT [25], AraBERT [26], ARBERT and MARBERT [27], and mBERT [16].

0

0,1

0,2

0,3

0,4

0,5

0,6

0,7

0,8

0,9

1

ArabicBERT AraBERT ARBERT MARBERT mBERT

ANT Khaleej OSAC

Figure 3. Arabic text classification accuracy (Arabic BERT model/Arabic dataset)

The graph in Figure 3 shows the classification accuracy of each dataset-Arabic BERT combination.
Accuracy is defined as the fraction of the total number of texts that are correctly classified [28]:

Accuracy =
(TPos+ TNeg)

Num
(1)

Where TPos (true positives) is the number of texts correctly classified as positive, TNeg (true nega-
tives) is the number of texts correctly classified as negative, and Num is the total number of texts.

The results indicate that ARBERT consistently delivers the best performance across different datasets.

4.4. BiLSTM for sequence classification
As explained in Section 3, the BiLSTM model is structured as a Sequential model with the following

components:

• Model Initialization: The model is initialized as a Sequential model.

• Input Layer: Accepts input sequences of length 768.

• First BiLSTM Layer: A bidirectional LSTM layer with 300 units and return sequences=True to return
outputs for each timestep.

• Dropout Layer: A dropout layer with a 0.2 rate to prevent overfitting.

• Second BiLSTM Layer: Another bidirectional LSTM layer with 300 units and return sequences=False.This
setup is typical for classification tasks where a single output prediction is required from the sequence in-
put.

• Another Dropout Layer: Another dropout layer to reduce overfitting.

• Dense Output Layer: A dense layer with 12 units and a softmax activation function. This layer outputs
the probability distribution over 12 classes.

BERT-BiLSTM model for hierarchical Arabic text classification (Benamar HAMZAOUI et al)
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• Model Compilation: Compiled with the categorical crossentropy loss function and the Adam optimizer.

• Model Training: Trained over 50 epochs, with optional validation and early stopping mechanisms to
monitor and prevent overfitting.

4.5. Evaluation results
We evaluated our model using the hierarchical F-score (HF-score), which adapts the flat F-score for

hierarchical classification by enhancing the classifier’s assessment precision [29]. The HF-score is based on
hierarchical precision (hP ) and hierarchical recall (hR). It is computed as follows:

hP =
Σi|Ĉi ∩ Ĉ′

i|
Σi|Ĉ′

i|
(2)

hR =
Σi|Ĉi ∩ Ĉ′

i|
Σi|Ĉi|

(3)

Where Ĉi contains the true class and its parent nodes for a single instance, and Ĉ′
i contains the predicted

class and its parents for a single instance i.
Now, we can compute the HF − score as follows:

hFβ =
(β2 + 1) · hP · hR
(β2 · hP + hR)

, β ∈ [0,+∞[ (4)

Where β is used to control the weight of precision over the weight of recall. In our experiments, we
set β = 1 to give equal weight to precision and recall.

The classification results were:

Hierarchical measures
HPrecision = 0.7748724489795918
HRecall = 0.7692307692307693
HF-score = 0.7720413026211279

4.6. Comparative study
We compared our deep learning model with a supervised machine learning model for hierarchical

Arabic text classification. The machine learning classification process involves two phases: Training and Eval-
uation [12] (see Figure 4).

Arabic 
Dataset

Training 
set

Test set

Evaluation phase 

Training phase

Training 

Test set

Preprocessing

Doc2Vec

Decision Tree

Machine 
learning model

Training phase

Decision Tree Machine 
learning model

Evaluation 
results

Figure 4. Flowchart of the machine learning Arabic text classification process [12]

The classification process begins with the examination of a labeled dataset, which is divided into two
parts: the training set and the test set. Typically, the training set encompasses 70% of the entire dataset, with

IJEEI, Vol. 12, No. 3, September 2024: 690-699



IJEEI ISSN: 2089-3272 ❒ 697

the remaining 30% allocated to the test set. The model is trained using the training set, and its performance is
then evaluated using the test set.

After processing, the texts in the training set are input into the Doc2Vec module. This module converts
the Arabic texts into numerical vectors. Doc2Vec is a natural language processing method that employs a neural
network to capture relationships between words within a large dataset [30]. It aims to represent the text as a
vector [31]. Thus, several texts yield a feature matrix.

The feature matrix serves as the input for the Decision Tree machine learning algorithm, which, after
training, becomes a machine learning model. The Decision Tree predicts the class of an instance by traversing
from the root node of the tree to a leaf [32]. The resulting machine learning model is then evaluated using the
test set.

The graph below shows the comparison results of the hierarchical Arabic text classification process in
terms of HPrecision, HRecall, and HF-score between our BERT-BiLSTM model and Doc2Vec-DecisionTree
model described above.
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Figure 5. Hierarchical Arabic Text classification comparison results

The results, as illustrated in Figure 5, show that our BERT-BiLSTM model outperforms Doc2Vec-
DecisionTree model in terms of HPrecision, HRecall, and HF-score. Nevertheless, these results could be
further improved by using a dataset with longer texts, as BERT and BiLSTM typically perform better with
longer sequences. Unlike the short texts of the WiHArD dataset, long texts typically contain more contextual
information and features that can be extracted. In contrast, short texts can be noisy, often lack sufficient context,
and contain less frequent words [33].

5. CONCLUSION AND FUTURE WORK
In this paper, we presented a deep-learning-based approach for hierarchical Arabic text classification,

leveraging the power of BERT and BiLSTM models. Our methodology demonstrated promising results in
tackling the challenges of categorizing Arabic text into hierarchical structures. As summarized below, our
study contributes to the advancement of text classification methodologies, particularly in the context of the
Arabic language.

Firstly, our approach showcased the effectiveness of deep learning techniques, specifically BERT and
BiLSTM, in addressing the complexities of hierarchical classification tasks. By integrating these models, we
achieved notable improvements in classification HF-score and robustness.

However, while our results are encouraging, there remain opportunities for further enhancement. No-
tably, the dataset used in this study primarily comprises short texts, which may limit the performance of our
model, particularly given that BiLSTM tends to excel with longer sequences. Thus, future research endeavors
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could focus on curating a new hierarchical dataset containing longer texts to better harness the capabilities of
BiLSTM and further improve classification results.

Additionally, our comparative analysis with other machine learning models underscores the superior-
ity of deep learning approaches in hierarchical Arabic text classification. By outperforming traditional machine
learning methods, our model demonstrates its efficacy and potential for practical applications across various
domains.

In conclusion, our study underscores the importance of leveraging advanced deep learning techniques
for hierarchical Arabic text classification. Moving forward, the development of new hierarchical datasets and
continued refinement of deep learning models hold promise for further enhancing classification accuracy and
advancing the field of Arabic language processing.
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