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 Violence is a serious issue that can happen in many places, like streets, schools, 

or homes, where people hurt each other or damage things. To help prevent 

violence, some places use special cameras called surveillance cameras. These 

cameras watch over areas and look for signs of violence, like people fighting 

or breaking things. When they see something, they can send an alert to the 

police or others who can help. However, building models to detect violence in 

videos or surveillance cameras can be challenging. Current models may not be 

lightweight, fast, or use fewer resources, which means they may not work well 

on all devices or in all situations. So, there is a need for new models that are 

better at detecting violence while still being fast and using fewer resources. In 

this study, we focus on training multiple models to detect violence. 

Specifically, we fine-tune various models, including MobileNet, 

MobileNetV2, DenseNet121, and ResNet50V2, combined with Bidirectional 

Long Short-Term Memory (BiLSTM) networks. Among these models, 

MobileNetV2 for spatial feature extraction combined with BiLSTM for 

temporal feature extraction stands out for its compact size, quick processing 

time, and ability to achieve satisfactory results. This combination offers a 

lightweight solution that can efficiently detect violence in videos or 

surveillance footage while maintaining good performance levels in IoT 

systems. 
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1. INTRODUCTION  

Violence in society is a serious issue that affects individuals, families, and communities. It can take 

many forms, such as physical harm, verbal abuse, or emotional trauma [1], [2], [3], etc. Violence can occur in 

various settings, including homes, schools, workplaces, and public spaces. The effects of violence on 

individuals are profound and can include physical injuries, psychological distress, and long-term trauma. 

Families also suffer from the impact of violence, as it can lead to broken relationships, financial strain, and 

disrupted family dynamics. In addition, violence has broader societal consequences, contributing to social 

unrest, economic instability, and a breakdown of trust within communities.  

Addressing the root causes of violence requires a multifaceted approach, including education, 

prevention programs, and access to support services for victims. Intelligent video surveillance systems are 

extensively utilized in various settings to enhance security and monitor activities effectively [4], [5], [6], etc. 

These systems employ advanced technologies such as artificial intelligence and machine learning to analyze 

video footage in real-time. By detecting anomalies, recognizing patterns, and identifying specific events or 

behaviors, intelligent surveillance systems can alert security personnel to potential threats or suspicious 

activities promptly. Additionally, these systems can automate tasks such as facial recognition, object tracking, 

and crowd monitoring, thereby improving efficiency and accuracy in surveillance operations. The widespread 
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adoption of intelligent video surveillance systems underscores their importance in safeguarding public spaces, 

businesses, and critical infrastructure, contributing to enhanced safety and security for individuals and 

communities alike. 

In recent years, there have been significant advancements in recognizing human actions [7], [8], [9], 

etc, with particular emphasis on detecting violence, which remains one of the most complex areas of study 

within computer vision. Detecting instances of violence from surveillance cameras, whether in public or private 

settings, presents unique challenges. Early detection of violence from surveillance cameras faces several 

challenges beyond the need for human cooperation in monitoring violent incidents. One major difficulty lies 

in accurately distinguishing between normal and potentially violent behavior, as some actions may appear 

aggressive but are actually harmless. Additionally, variations in lighting conditions, camera angles, and image 

quality can impact the reliability of violence detection algorithms. 

Moreover, the diversity of environments where surveillance cameras are deployed presents challenges 

in developing models that can adapt to different settings effectively. The primary objective of this study is to 

introduce a model that utilizes MobileNetV2 [10] for spatial feature extraction combined with BiLSTM [1] for 

temporal feature extraction, that maintains high performance comparable to the latest violence detection 

models while also reducing computational complexity. 

This reduction in complexity is particularly crucial for deploying the model on devices with limited 

processing capabilities, such as smartphones or embedded systems. By developing a model that strikes a 

balance between performance and computational efficiency, this research aims to make violence detection 

more accessible and practical in real-world scenarios where resources are constrained. This approach ensures 

that the model can effectively identify violent behaviors while conserving computational resources, thereby 

enabling its deployment across a wide range of devices and applications. 

The main contributions of this paper are as follows:  

• The study centers on training multiple models specifically for detecting violence. 

• The study fine-tunes several existing models, including MobileNet, MobileNetV2, 

DenseNet121, and ResNet50V2 combined with BiLSTM.  

• Among the various models explored, the combination of MobileNetV2 and BiLSTM stands 

out. 

• The proposed model provides a lightweight solution for efficiently detecting violence in 

videos or surveillance footage in IoT systems. 

The structure of the study is as follows: In Part 2, we present a thorough related work. Part 3 outlines 

the overall methodology for detecting violence in surveillance video, including details about the dataset, data 

preparation, and evaluation metrics for the model. Moving on to Part 4, we delve into the experimental system 

and present the final results. Finally, Part 5 summarizes our study’s findings and offers concluding remarks. 

 

2. RELATED WORK  

In recent years, the integration of diverse artificial intelligence (AI) techniques within computer vision 

has significantly advanced the capability to recognize and analyze violent behaviors depicted in video datasets. 

This amalgamation of AI methodologies has revolutionized the field, allowing for more nuanced detection of 

aggression and harmful actions in visual data. Moreover, these advancements have facilitated the development 

of complex algorithms capable of identifying violent activities, contributing to enhanced accuracy and 

efficiency in violence detection systems. The action recognition field primarily focuses on simple actions like 

clapping or walking, with less attention given to detecting fights or aggressive behaviors, which are crucial in 

settings such as prisons or elderly centers. To address this gap, the authors Bermejo Nievas, Enrique, et al. in 

[12] evaluates the Bag-of-Words framework along with STIP and MoSIFT descriptors for fight detection, 

introducing a new database with 1000 sequences to facilitate research on violence detection, achieving nearly 

90% accuracy in detecting fights. This paper [13] presents an algorithm for detecting violent scenes in movies, 

decomposing the task into action scene and bloody frame detection. By analyzing the semantic-complete scene 

structure, the algorithm extracts features from segmented scenes and uses SVM classification, integrating face, 

blood, and motion information to determine violent content, yielding promising results in detecting most 

violent scenes. In this study [14] introduces two main contributions: a novel feature extraction method called 

Oriented Violent Flows (OViF) for violence detection in videos, which outperforms baseline approaches on 

public databases, and the adoption of feature combination and multi-classifier strategies, achieving superior 

performance with AdaBoost+Linear-SVM compared to existing methods on the Violent-Flows benchmark. 

The authors in this research [15] presents a rapid and reliable framework for violence detection and localization 

in surveillance scenes, utilizing a Gaussian Model of Optical Flow (GMOF) to extract potential violence 

regions based on deviations from normal crowd behavior, followed by violence detection using video volumes 

densely sampled from these regions and classification with a novel descriptor called Orientation Histogram of 

Optical Flow (OHOF) via linear SVM. In this study [16], the authors proposed a model For the purpose of 
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identifying violence in video surveillance footage. The model combines a spatial feature extractor resembling 

a U-Net network with MobileNet V2 as an encoder, coupled with LSTM for temporal feature extraction and 

classification. Khan, Samee Ullah, et al. in this research [17] presents a violence detection scheme for movies, 

involving three steps: segmenting the movie into shots, selecting representative frames based on saliency, and 

passing them through a lightweight deep learning (DL) model, fine-tuned via transfer learning (TL) to 

distinguish between shots depicting violence and those without violent content, followed by merging non-

violence scenes to generate a violence-free video. The authors in this study [18] introduces a novel feature 

descriptor called Histogram of Optical Flow Magnitude and Orientation (HOMO), which involves converting 

input frames to grayscale, computing optical flow between consecutive frames, comparing flow magnitude and 

orientation changes, applying threshold values to obtain binary indicators, and using these indicators to derive 

the HOMO descriptor, subsequently employed to train an SVM classifier. Ullah, Fath U. Min, et al. in this 

study [19] presents a triple-staged end-to-end DL violence detection framework, involving the detection of 

persons in video surveillance using a lightweight CNN model to filter out unnecessary frames, followed by the 

extraction of spatiotemporal features from sequences of 16 frames with detected persons using a 3D CNN, 

which are then fed to a Softmax classifier. The authors Sumon, Shakil Ahmed, et al. in this paper [20], various 

strategies are explored to determine feature saliency in violence detection from videos, utilizing three 

pretrained ImageNet models (VGG16, VGG19, ResNet50) to extract features from video frames. These 

features are then input into different networks, including a fully connected network and an LSTM network, 

while attention mechanisms via spatial transformer networks are applied. Among the models tested, features 

extracted by ResNet50, when combined with LSTM, achieved the highest accuracy of 97.06% in violence 

detection. This paper [21] introduces a lightweight computational model aimed at improving the categorization 

of violent and non-violent activities, employing a CNN-based Bidirectional LSTM for detecting violent 

behaviors and comparing it with other existing methods. The proposed model achieves high classification 

accuracies of 99.27%, 100%, and 98.64% on standard video datasets including Hockey Fights, Movies, and 

Violent-Flows, respectively.In the research [22], Asad, Mujtaba, et al. presents a new method for detecting 

fights or violent behaviors by learning spatial and temporal features from equally spaced sequential video 

frames. Utilizing multi-level features extracted from CNN layers and a proposed feature fusion method, motion 

information is considered, with a Wide-Dense Residual Block introduced to learn combined spatial features. 

These features are then concatenated and input to LSTM units to capture temporal dependencies. The authors 

in this study [23] proposed a neural architecture designed for violence detection via surveillance cameras, 

leveraging a pre-trained ResNet-50 model to extract features from video frames, which are subsequently fed 

into a ConvLSTM block. By employing short-term differences between video frames, the model enhances 

robustness to address occlusions and discrepancies, while convolutional neural networks facilitate the 

extraction of concentrated spatio-temporal features, complementing the sequential nature of videos for input 

into LSTMs. This work [24], Accattoli, Simone, et al. suggests utilizing a pre-trained 3D CNN, known as C3D, 

in conjunction with a SVM classifier to develop an automated system for detecting violence in videos. 

Although these studies present models with high accuracy, they often require significant 

computational resources. This makes it challenging to deploy such models on resource-constrained devices, 

such as those in IoT systems. To address this limitation, this study proposes a model that utilizes MobileNetV2 

for spatial feature extraction combined with BiLSTM for temporal feature extraction, which requires fewer 

computational resources, making it more suitable for deployment on IoT devices, while still maintaining strong 

performance in violence detection. 

 

3. MATERIALS AND METHODS  

3.1.  The process of gathering and preparing data 

In our study, we utilized the Real Life Violence Situations Dataset [25], [26], which contains several 

videos depicting both violent and non-violent behavior. The Real-Life Violence Situations Dataset comprises 

2000 short videos, with 1000 videos depicting violent situations and 1000 videos showing non-violent scenes. 

The average length of the video clips is 5 seconds. Sample video clips from the dataset are shown in Figure 1. 

From the video database, we extracted 16 frames from each video. The process of extracting frames from each 

video was conducted systematically. Specifically, frames were sampled at regular intervals throughout the 

duration of the video to ensure representation across various time points. This method of frame extraction 

allowed us to capture a diverse range of visual information from each video, enabling comprehensive analysis 

and processing for subsequent tasks such as feature extraction and classification. The general formula for 

setting the current frame position of the video can be expressed as: 

𝑆𝑘𝑖𝑝𝐹𝑟𝑎𝑚𝑒𝑠𝑊𝑖𝑛𝑑𝑜𝑤 =
𝑉𝑖𝑑𝑒𝑜𝐹𝑟𝑎𝑚𝑒𝑠𝐶𝑜𝑢𝑛𝑡

𝑆𝑒𝑞𝑢𝑒𝑛𝑐𝑒𝐿𝑒𝑛𝑔𝑡ℎ
               (1) 

 

FramePosition = FrameCounter * SkipFramesWindow            (2) 
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Where: 

• VideoFramesCount: the total number of frames in the video. 

• SequenceLength: The number of frames in a video is extracted. 

• SkipFramesWindow: the number of frames to skip in each iteration. 

• FramePosition: the position of the current frame in the video. 

• FrameCounter: the index of the current frame in the sequence. 

After following the above steps to extract frames from the video database, we obtained a dataset 

consisting of 2000 images, ready for training and testing. We divided this dataset into three different categories 

using a training, validation, and testing ratio of 60:20:20. Before training the model, the data processing process 

includes resizing images to 64 x 64 and rescaling them to ensure that pixel values are normalized to the range 

[0, 1]. 

 

Figure 1. Sample Video clips from Real Life Violence Situations Dataset. 

 

3.2.  Overall Methodology 

The overall methodology for detecting violence in surveillance video, as shown in Figure 2, involves 

several sequential steps: collecting data (video), extracting images from the video dataset to create a dataset 

for the task in this study, preprocessing images extracted from videos, training classification models, testing 

the trained model, and finally performing violence detection in videos. Firstly, we utilized the Real Life 

Violence Situations Dataset [25], [26], which comprises 2000 short videos capturing both violent and non-

violent behavior. Each category includes 1000 videos, with an average clip duration of 5 seconds. From each 

video, we extracted 16 frames systematically as outlined in the process of gathering and preparing data section. 

This process creates a dataset of 2000 images for training and testing. Before training the model, the 

preprocessing steps include resizing to 64 x 64 and normalizing the pixel values to the range [0, 1]. 

Subsequently, We divided this dataset into three different categories using a training, validation, and testing 

ratio of 60:20:20, respectively. Then, the training set and validation set are utilized to train the four CNN 

architectures: MobileNet [27], MobileNetV2 [10], DenseNet121 [28], and ResNet50V2 [29], in combination 

with BiLSTM networks. Subsequently, the test set is utilized to evaluate the performance of the models, after 

which the model with the best performance is selected. Finally, the selected model is used to identify violence 

on surveillance cameras or surveillance videos. 
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Figure 2. The overall methodology for detecting violence in surveillance video. 

 

3.3.  Proposed Model 

Our research focuses on developing a model for violence detection in surveillance videos aimed at 

maintaining performance levels comparable to cutting-edge models, while also reducing computational 

complexity. This optimization enables the deployment of the model on low-resource edge devices, ensuring 

efficient operation in various real-world scenarios. High-level view of violence detection model is shown in 

Figure 3. 

 
Figure 3. High-level View of Violence Detection Model 
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 We propose the utilization of Time Distributed to enable the convolutional neural network to process 

multiple images simultaneously (frames of the surveillance videos). The output is then forwarded to BiLSTM 

network. Finally, the results are fed into Dense layers for classifying the sequence of frames. The basic structure 

of the proposed method for detecting violence in surveillance video is shown in Figure 4. 

 

 

Figure 4. The basic structure of the proposed method for detecting violence in surveillance video 

 

 

The model processes batches of 16 frames extracted from surveillance videos. It employs a 

TimeDistributed layer to apply a pre-trained convolutional neural network to each frame, extracting spatial 

features. The output of the previous layer is then passed to the Bidirectional LSTM layers to capture temporal 

features, followed by dense layers with activation functions, batch normalization, and dropout for feature 

extraction and classification. Finally, the output layer, using softmax activation, predicts the probability 

distribution across different classes. Figure 5 presents the proposed model architecture using Time Distributed 

and BiLSTM for detecting violence in surveillance video. 

 

Figure 5. The proposed model architecture for detecting violence in surveillance video 

 

 

3.4.  Performance Evaluation Measures 

In the realm of machine learning and data science research, evaluating model performance is crucial. 

Several metrics serve as yardsticks to assess the effectiveness of models. Accuracy measures the proportion of 

correctly predicted instances out of the total. Precision quantifies the true positive rate among the predicted 

positive instances, while Recall (also known as sensitivity) gauges the true positive rate among actual positive 

instances. The f1-score, which balances precision and recall, provides a comprehensive view of model 

performance. 
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Additionally, loss functions play a pivotal role during model training, guiding optimization by 

quantifying the discrepancy between predicted and actual values. 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
                 (3) 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑃

𝑇𝑃+𝐹𝑃
              (4) 

 

𝑅𝑒𝑐𝑎𝑙 =  
𝑇𝑃

𝑇𝑃+𝐹𝑁
           (5) 

 

𝐹1 − 𝑆𝑐𝑜𝑟𝑒 =  
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛∗𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙
            (6) 

 

𝐿𝑜𝑠𝑠 =  − ∑ 𝑦𝑖 log(�̂�𝑖)   𝑘
𝑗=1        (7) 

 

 

In which, FP represent False Positive, TN denote True Negative, TP signify True Positive, and FN 

indicate False Negative. The variable k represents the number of classes, while y corresponds to the actual 

value, ŷ is prediction value. 

 

4. RESULTS AND DISCUSSION 

4.1.  Environmental settings 

Our experimental procedures were conducted on the Kaggle platform to acquire the experimental 

outcomes. The research employed a Tesla P100-PCIE GPU with 16GB of memory, while the system itself 

possessed 29GB of RAM. GPU information is presented in Figure 6. 

 

 
Figure. 6. GPU information 

 

4.2.  Experiments 

4.2.1 Experiments 01: Confusion matrix of the MobileNetV2BiLSTM model for violence detection on 

the test set. 

 

Table 1. Hyperparameters Of The Proposed Deep Learning Methodology For Training  

A Violence Detection Model 

Hyperparameters Value 

Batch Size 16 

Number of   Epochs 100 

Optimizer SGD 

Loss Function Categorical Crossentropy 

Activation   Function in Hidden Layer Relu 

Activation   Function in Output Layer Softmax 

EarlyStopping   Monitor Val Accuracy 

EarlyStopping   Patience 10 

Learning Rate ReduceLROnPlateau 
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The hyperparameters of the proposed models for training a violence detection model are shown in the 

Table 1. The table 2 presents the results of different proposed models for violence detection based on various 

evaluation metrics. Each row corresponds to a different proposed model, including MobileNetBiLSTM, 

MobileNetV2BiLSTM, DenseNet121BiLSTM, and ResNet50V2BiLSTM. The "Loss" column indicates the 

average loss, while the "Precision", "Recall", "F1-score", and "Accuracy" columns represent performance 

metrics related to the model's ability to correctly classify violent and non-violent images. 

Higher values in these metrics indicate better performance. For instance, MobileNetV2BiLSTM 

shows the lowest loss and highest accuracy among the models, achieving a precision, recall, and F1-score of 

95.00%. These results suggest that MobileNetV2BiLSTM performs the best among the models evaluated in 

terms of accuracy and overall performance in violence detection. 

 

Table 2. The table presents the results of the proposed models  

on the testing set for detecting violence. 

Model Loss Precision(%) Recall(%) F1-Score(%) Accuracy(%) 

MobileNetBiLSTM 0.2869 93.00 93.00 93.00 92.75 

MobileNetV2BiLSTM 0.2127 95.00 95.00 95.00 95.00 

DenseNet121BiLSTM 0.6833 91.00 91.00 91.00 91.00 

ResNet50V2BiLSTM 0.6389 93.50 94.00 94.00 93.75 

 

The training/validation accuracy and loss of the MobileNetV2BiLSTM model are displayed in Figure 

7. Comparison results of the proposed models for violence detection on the test set are shown in Figure 8. 

Confusion matrix of the MobileNetV2BiLSTM model for violence detection on the test set are shown in Figure 

9. 

 

 
Figure 7. The Training / Validation Accuracy and Loss of MobileNetV2BiLSTM model 

 

 

Figure 8. Comparison results of the proposed models for violence detection on the test set 
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Figure 9. Confusion matrix of the MobileNetV2BiLSTM model for violence detection on the test set 

 

Table 3. The number of model parameters in the proposed model is compared to previous research. 
Paper Num of Parameters 

Vijeikis, et al. [16] 4M 

Rendón-Segador, Fernando J., et al. [30] 4.5M 
Sudhakaran, Swathikiran, and Oswald Lanz [31] 9.6M 

Aktı, Şeymanur, Gözde Ayşe Tataroğlu, and Hazım Kemal Ekenel [32] 9M 

Li, Ji, et al. [33] 7.4M 

Proposed model 3.6M 

 

Table 3 presents the number of parameters for various models. The models evaluated include those 

proposed by Vijeikis et al. [16], which contains 4 million parameters, and Rendón-Segador et al. [30], with a 

total of 4.5 million parameters. Sudhakaran et al. [31] introduced a model with 9.6 million parameters, while 

Aktı et al. [32] reported a model comprising 9 million parameters. Li et al. [33] proposed a model with 7.4 

million parameters. In contrast, the proposed model in this study significantly reduces the number of parameters 

to 3.6 million, highlighting its resource efficiency and suitability for deployment on devices with limited 

computational capabilities, such as in IoT systems. 

 

4.2.2 Experiments 02: Selected model for violence detection on real-time video and input video. 

 

 
Figure 10. Predict Input Video Using Sliding Window 
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Based on the results reported in Experiment 1, where various proposed models were trained for 

violence detection, the MobileNetV2BiLSTM model demonstrated superior performance compared to others. 

Moreover, our selection of the pretrained MobileNetV2 was based on its compact size in computational 

requirements and learned parameters, which allows for effective real-time operations while maintaining good 

accuracy. Therefore, it was selected for the task of detecting violence in both input and real-time videos. 

The task of detecting violence in real-time videos: From the surveillance camera, every sequence of 

16 frames will be sent through the model to identify violence. This means that the model will analyze a group 

of 16 consecutive frames at a time to determine if any violent behavior is present in the video footage. 

The task of detecting violence in input videos: The processing involves the following steps: Firstly, 

the input video undergoes a sliding window technique, dividing it into sequential frames (e.g., 16 frames per 

window). Then, for each window, the frames are read, resized, and normalized before predicting the class label 

using a selected model (MobileNetV2BiLSTM). Subsequently, the predicted class name and probabilities for 

each window in the video are stored. Lastly, the process identifies the class with the highest number of 

predictions and computes its average probability from the prediction data. Prediction of input video using 

sliding window is presented in Figure 10. 

 

5. CONCLUSION AND FUTURE WORK  

In conclusion, the study aimed to develop effective models for violence detection in surveillance 

videos, with a focus on balancing performance and computational efficiency. Experiment 1 involved training 

various models, among which MobileNetV2BiLSTM (MobileNetV2 combined with BiLSTM networks) 

achieved high-performance results, demonstrating superior accuracy and overall performance. Experiment 2 

selected the MobileNetV2BiLSTM model for violence detection in both input and real-time videos due to its 

outstanding performance. For real-time videos, the model analyzes sequences of 16 frames at a time, while for 

input videos, a sliding window technique is employed to process sequential frames. 

This selected model shows promising potential for practical deployment in real-world scenarios, 

offering efficient violence detection while conserving computational resources. These findings emphasize the 

importance of leveraging advanced models like MobileNetV2BiLSTM to enhance security measures and 

public safety through IoT systems. 

Future research in this task could explore several directions. Firstly, incorporating advanced 

techniques such as attention mechanisms or reinforcement learning could assist the models in better focusing 

on relevant regions or behaviors within the video footage. Secondly, there could be a focus on optimizing 

existing models to enhance both performance and computational efficiency. This could involve fine-tuning 

hyperparameters, improving training procedures, and exploring new optimization methods. Third, research 

could explore multi-task models, which are capable of performing multiple tasks simultaneously, such as 

violence detection alongside object recognition or other threat behavior recognition. Lastly, In the current scope 

of our research, we focus on developing a violence detection model that can be deployed on devices with 

limited computational resources, such as those in IoT systems. The development of a full IoT system, including 

applications such as alarms or notifications to police or authorities, will be part of our future research. We plan 

to not only stop at detection but also incorporate response measures, such as automated alerts, alarms, and 

emergency management, ensuring a more comprehensive solution in future developments. 
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