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 The software-defined radio (SDR) is a flexible platform that can adapt to 
various wireless telecommunication frequencies. It is able to provide a 
reconfigurable communication infrastructure for wireless systems. Hence, 
SDR is proposed here as a bridge between legacy wireless communication 
systems and the Internet of Things (IoT) via standard telecommunication 
protocols. The standard protocols are hypertext transfer protocol (HTTP), 
simple mail transfer protocol (SMTP), and message queuing telemetry 
transport (MQTT). Data collected from legacy wireless systems have been 
formatted via JavaScript object notation (JSON) for interoperability and 
categorized according to the application and the communication pattern. 
The extracted data are then transferred over MQTT for machine-to-machine 
(M2M) communication, over SMTP for machine-to-human (M2H) 
notification, and over HTTP for human-to-machine (H2M) communication. 
However, received audio signals from FM-based broadcasting stations have 
been transferred to the Internet servers over extensible messaging and presence 
protocol (XMPP), in live audio streaming. The objective is to introduce an 
SDR-IoT bridge that is inexpensive, scalable, and interoperable. The analyses 
show that the environment has good-performance, and can be used for many 
applications of smart city sectors, for Internet Radio, and for Internet-based 
monitoring of airplanes and vessel navigation.
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1. INTRODUCTION 
The software-defined radio (SDR) [1-3] is a reconfigurable wireless platform that consists of two 

parts, the hardware part, and the software part. Most of the operations of SDR are executed in the software 
part, and future upgrades can be applied without hardware changes. Indeed, the SDR has been employed in 
several applications and, in many cases, introduced inexpensive, easy to use and program platforms. 
Furthermore, it introduces a modular and scalable solution, in addition to the reduced physical dimensions of 
the developed system. The SDR architecture provides a reconfigurable platform that minimizes costs, physical 
size and weight [4, 5], and provides flexibility and modularity required for developing prototypes for 
communication systems. 

Legacy communication systems below 1.1 GHz include, but are not limited to, automatic dependent 
surveillance-broadcast (ADS-B), automatic identification system (AIS), legacy monitoring systems via 915 
MHz and 433 MHz frequency bands, FM-based broadcasting systems such as wireless microphones and 
Walkie-talkie devices, etc. The SDR is successfully employed for receiving the signals of these legacy 
communication systems; ADS-B in [6, 7], AIS in [8, 9], and FM signals in [10, 11]. However, authors of these 
research papers did not transfer the received data over the Internet. In this paper, SDR is employed jointly with 
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Internet protocols for monitoring purposes, while providing interoperability via standard Internet of Things 
(IoT) protocols. In addition, the solution addresses some issues solved traditionally by SDR such as cost, 
physical dimensions, modularity, and scalability. Hence, receiving data from some legacy wireless 
communication systems are proposed here using SDR-based hardware and software platforms integrated, via 
standard Internet protocols, with online-based IoT servers. The standard protocols proposed here are message 
queuing and telemetry transport (MQTT) [12-14] for machine-to-machine (M2M) communication, hypertext 
transfer protocol (HTTP) [15] for human-to-machine (H2M) communication, and simple mail transfer protocol 
(SMTP) [16] for machine-to-human (M2H) notification. For interoperability, JavaScript object notation 
(JSON) [17] is used to format the extracted data from the legacy communication systems, and then transfer 
them to Internet-based servers. However, the extensible message and presence protocol (XMPP) [18] is 
employed to transfer the extracted audio signals from the FM-based broadcasting stations over the Internet,  
in live audio streaming. Using this SDR-IoT platform, an inexpensive and scalable solution is achieved, thanks 
to the inexpensive RTL-SDR [1, 10, 11], costing less than $20, and the accompanying free software tools. 
Moreover, The analysis of the MQTT latency and the XMPP bandwidth show a good-performance to 
connectivity with the Internet while maintaining interoperability. 

The remainder of the paper is organized as follows. Section II reviews standard protocols employed 
for IoT connectivity in this paper, and the related network model for interoperability. Section III introduces the 
SDR platform used in this paper, including the test environment and two practical scenarios. While section IV 
introduces the results and analyses, section V concludes the paper. 
 
 
2. NETWORK PROTOCOLS AND MODEL 

Two subsections are presented here. The first subsection introduces the standard IoT protocols and a 
comparison between their overheads. In the second subsection, a network model based on the IEEE model is 
introduced for solving the interoperability problem. 

 
2.1. Standard internet protocols 

In this subsection, standard Internet protocols used in this paper are introduced, namely, MQTT, 
HTTP, XMPP, JSON, and SMTP. Since MQTT is proposed for M2M communications and HTTP for H2M 
communications, overhead analyses of both protocols are conducted and compared with that of the XMPP, and 
illustrated in Figure 1. 

On the wire telecommunication protocol, the open standard MQTT is dedicated to constrained 
devices, and transfers small binary messages using the asynchronous communication pattern. It is a publish-
and-subscribe, one-to-many, and broker-based protocol. A publisher produces events in a form of messages 
and subscribers consume the messages. The publisher and the subscriber are clients, and the broker is the 
server. To produce a 5-byte message from a publisher and to consume it by one subscriber, 115 bytes are 
exchanged between both clients and the server. The length of the exchanged messages depends on the topic 
length. While, the topic length is fixed to 11 bytes, the percentage overhead of the total protocol message is 
calculated using (1): 

 

%100(%) 



PayloadOverhead

Overhead
Overhead   (1) 

 
The same equation is used for the HTTP and XMPP, for the same purpose as shown in Figure 1, which 

demonstrates the percentage of the protocol overhead compared to the payload for the three protocols.  
The graph is generated for a payload of 0 bytes to 2048 bytes. The minimum protocol overhead is taken as a 
fixed value of 105 bytes, and the connection already has been established. The curve indicates that MQTT is 
suitable for constrained IoT devices frequently send small-sized messages. 

The HTTP is a request-and-response, one-to-one (peer-to-peer), and brokerless protocol. The client 
issues a request via one of its commands and the server replies with document-based, readable-text response. 
A typical GET command requires 82 bytes of header, and a typical response requires 290 bytes of header,  
a total of 372 bytes, which is used in (1) to plot the HTTP curve of Figure 1. 

The XMPP supports both modes; the request-and-response, and the publish-and-subscribe, in addition 
to transfer text, audio and video signals in chat sessions. In publish-and-subscribe mode, the overhead between 
the client and the server is around 1840 bytes [19], which is used in (1) to plot the XMPP curve of Figure 1. 
As a result, the XMPP has the highest overhead of them all. Hence, it will not be used for M2M, H2M, or M2H 
communications. However, it will be used to transfer audio signals extracted from legacy FM-based 
broadcasting stations, to an Internet-based XMPP server. 
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Figure 1. Overheads of protocols XMPP, HTTP, and MQTT 
 
 
For lightweight exchange of data between browsers and a server, the W3C [20] has standardized 

JSON. The standard provides RESTful text-based communications with no complicated parsing.  
The underlying communication protocol is the HTTP. The JSON format is also used in this paper for 
interoperability; with SMTP for M2H notification and with MQTT for M2M communication. For Email-based 
M2H notifications, the SMTP is proposed here, where data are extracted from the legacy wireless 
communication systems via RTL-SDR, formatted in JSON, and then transferred to interested subscribers.  
Since Emails are slow, this service is proposed for noncritical warnings and alarms notifications. 
 
2.2. Network model for interoperability 

A network model, shown in Figure 2, is proposed here to solve the problem of interoperability based 
on the IEEE model. The SDR works in the physical layer, where wireless signals are received, demodulated, 
and useful data extracted. Useful data include mainly measurements frames and audio signals. To transfer these 
data over the Internet, an intermediate gateway (IoT clients) is proposed here, which communicates with the 
SDR software via User Datagram Protocol (UDP), and transfers these data over the IoT standard. The standard 
Internet protocols are XMPP for the extracted audio signals, JSON over MQTT for M2M communication, 
JSON over HTTP for H2M communication, and JSON over SMTP for M2H notifications. This arrangement 
solves interoperability issues in the system where various nodes transfer different formats of data. 

For web browser–based monitoring, JSON introduces its ASCII-based text formatted in JavaScript 
objects that are transferred over HTTP via TCP port 80 or SMTP via TCP port 587. This arrangement 
introduces good level of interoperability for people that are watching behind their mobile phones and tablets. 
However, for transferring data frames of AIS and ADS-B applications over the Internet, and due to the varying 
bandwidth and the unreliable nature of such networks, the communication protocol must be lightweight, easy 
to program, flexible, and reliable. The publish-and-subscribe nature of MQTT makes this protocol suitable for 
this mission. Thus, the MQTT is proposed here in two levels of communication-infrastructure, namely the 
publisher (gateway) and the consumer (website). 

The MQTT uses UTF-8 encoding format, in binary representation. However, the protocol does not 
specify the details of the object representation, and hence, interoperability is not fulfilled. JSON introduces its 
text-based representation of objects for enhancing interoperability, and therefore, it is adopted here to transfer 
extracted data in the payload of the MQTT. Using this arrangement, signals received from sensors, ADS-B, 
AIS, etc. are demodulated, analyzed, useful information extracted, data frames are formatted  
in JSON, transferred in the payload of MQTT using TCP port 1883, then over IP in the network layer, and over 
Wi-Fi or Ethernet in the physical layer. Concerning audio signals, XMPP is the suitable protocol, which uses 
TCP port 5222. More details will be given in Section 3 about the protocol used by the XMPP  
for transferring audio signals. 
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Figure 2. Network model based on the IEEE model for interoperability 
 

 
3. THE SDR-IoT ENVIRONMENT 

There exist many SDR devices in the market, ranging from expensive units, like those of USRP  
[21, 22] to inexpensive units, such as the USB-based RTL-SDR dongles. These dongles are in use as PC-based 
receivers of digital video broadcasting terrestrial (DVB-T) signals, and their scan of RF signals is limited in 
the frequency range of 24 MHz to 1766 MHz [23]. Moreover, they have limited bandwidth of 2 MHz, limited 
frequency range, and can’t transmit signals. In fact, the field of application depends on the platform’s 
capabilities. For example, the very low-cost RTL-SDRs are suitable for hobby and test below 1766 MHz  
[1, 10, 11], and the USRP platforms for cellular networks [24], and agile communication systems [25]. The 
software part is either open source or commercial. The MATLAB/SIMULINK is an example of well-supported 
proprietary software, and the free open source software (FOSS) called GNU Radio Companion (GRC) [26] is 
an example of gratis software. For this study, free software tools, including the GRC, and the inexpensive RTL-
SDR are used for receiving the signals of legacy wireless communication systems that use frequencies  
below 1.1 GHz. 

For this purpose, the system architecture is developed and illustrated via two scenarios as shown in 
Figure 3 and Figure 4. The first scenario is for receiving the signals of FM-based broadcasting stations via the 
RTL-SDR. This scenario is developed here to transfer audio signals using the XMPP IoT protocol to an 
Internet-based XMPP server, as shown in Figure 3. Therefore, for Internet radio, for archiving purposes, and 
for transferring the audio signals of a specific broadcasting FM station over the Internet using IoT standards, 
SDR software based on the GRC, and an SDR hardware based on the RTL-SDR have been employed as 
illustrated in Figure 5. The output of the SDR software is then transferred to a gateway using a UDP client  
via port 7777. 

 
 

 
 

Figure 3. First scenario: receiving audio signals of FM-based broadcasting stations via an SDR, then signals 
are transferred over the Internet to an XMPP server 
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Figure 4. Second scenario: receiving measurements, monitoring data of legacy sensor nodes, and ADS-B 
signals using an SDR, then formatted in JSON and transferred over the Internet to protocols’ servers 

 
 
The design of Figure 5 starts with a signal source in the RF range, which is the block named RTL-

SDR Source with a sampling frequency of 2 MHz. The signal flows from the source to a block of IF LPF 
(Intermediate frequency Low Pass Filter), with a decimation factor of 10, to Rational Resampler, and finally, 
to the Wideband FM (WBFM) receiver block. To transfer the audio signals to the IoT protocol client, a UDP 
block is used with port 7777. 

Since the bandwidth of the audio channel is 200 kHz, the decimation value of the low pass filter (LPF) 
is 10, which reduces the sample rate from 2 MHz to 200 kHz, to become compatible with the audio signal. At 
the output, the sample rate of the audio signal is 48 kHz, thus the audio decimation value is 10, which reduces 
the sample rate of the WBFM block from 480 kHz to 48 kHz. A connecting block between the LPF and WBFM 
blocks is needed to recalibrate the sample rate between both blocks, which is the rational resampler block. It 
increases the sampling rate from 200 kHz by a factor of 12, and decreases it by a value of 5 so that it becomes 
compatible with the sample rate value of the WBFM receiver, which is 480 kHz. 

The same scenario is applicable to FM-based wireless microphones in VoIP sessions, and Walkie-
talkie devices used in police, firefighting, and emergency departments. The difference is in the baseband 
frequency, which is 446 MHz for the Walkie-talkie, in the UHF band, 228.1 MHz for the wireless microphone, 
in the VHF band, and 96.9 MHz for the broadcasting Radio station in the VHF band as well. Thus, the 
difference is in the software, namely in the slider frequency range (WX GUI Slider block) that determines the 
exact receiving center-frequency.  

 
 

 
 

Figure 5. Block diagram of the GRC-based software for receiving signals broadcasted by an FM Radio 
station using RTL-SDR. The extracted audio signals are then transferred to an Internet-based XMPP server. 

ID: identification; Freq.: frequency; ppm: pulse per minute; EOF: end of file; Fractional BW: fractional 
bandwidth; Freq. Corr. (ppm): frequency correction factor in ppm; IQ: raw I-Q data; RF: radiofrequency; IF: 
intermediate frequency; BB: overall baseband gain of the device; sps: samples per second; Taps: automatic 

value; FFT: fast Fourier transform 
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In the second scenario, shown in Figure 4, signals of monitoring devices based on legacy wireless 
communications were received using the RTL-SDR device. Sensors that use legacy wireless communication 
systems based on the 433 and 915 MHz frequencies for measurements and monitoring benefit from the RTL-
SDR platform to format extracted data in JSON then transfer them using one of the Internet protocols, HTTP, 
SMTP, or MQTT. Therefore, these sensors become things in the IoT cloud. Using the same scenario, signals 
carrying air traffic information about airplanes passing over the region, have been received, extracted from the 
ADS-B frames, formatted in JSON, and then transferred in the payload of an MQTT message. 

For the 433 MHz-based devices, a free software tool, called rtl_433 [27], is used to detect 433 MHz 
signals transmitted by a legacy sensor node, shown in Figure 5. The tool is able to extract the hexadecimal 
frame of the transmitted signal. The output of this tool is then collected via the gateway (IoT clients that written 
in Java), which analyzes the frame format, stores locally the measurement values, and then transfers these 
values in the payload of the JSON format over HTTP, when polled by users with portable devices. Since HTTP 
is polling-based protocol (request-response), this solution is unable to provide notifications, and hence, 
measurements are encapsulated in JSON format and transferred over SMTP. This solution provides M2H Email 
notifications via SMTP, or H2M monitoring via HTTP. Another scalable, modular, and interoperable solution, 
achieved thanks to the SDR platform integrated with a standard IoT protocol, which is JSON/HTTP, or with a 
standard Internet protocol, which is JSON/SMTP.  

The free software tool dump1090 [28] is employed for receiving ADS-B signals. The tool is able to 
extract the hexadecimal frames of the transmitted signals by airplanes, and to analyze them to obtain useful 
information. The output of this tool is then collected via the Java-based IoT protocol client, which stores locally 
the useful information, formats the required data in JSON, and transfers these formats in the payload of an 
MQTT message over the Internet to an MQTT server available from the website of hivemq.com for testing. 
 
 
4. RESULTS AND ANALYSIS 

The performance of the system is mainly dependent on the performance of the used protocol, since 
the IoT client receives the data from the RTL-SDR, structures them in the protocol’s format of XMPP or JSON 
over SMTP, MQTT, or SMTP, and then transfers the message to an Internet-based server. The SMTP is 
proposed in this study for noncritical monitoring of alarms and warnings (M2H notifications). It uses public 
and Internet-based relays (message transfer agents) that increase the delay between endpoints. An e-mail 
delivery typically takes several seconds, and in most cases, the process takes less than a minute. More details 
on Email and SMTP analyses can be found in [29-31]. The HTTP is proposed here for H2M communication, 
and hence human-generated requests for retrieving information will not be analyzed because JSON/HTTP 
communications have been thoroughly analyzed, for example, in [32-36]. However, MQTT is proposed for 
M2M communication, and therefore, latency tests are conducted in the first subsection (4.1). Since the XMPP 
is proposed for live audio streaming, bandwidth requirements are calculated in the second subsection (4.2). 
 
4.1. MQTT latency 

The MQTT is proposed in this study as an IoT protocol for M2M communication, and thus, three 
latency tests are conducted in this subsection. The first latency test is conducted via three online servers. Three 
tests are conducted to assess the roundtrip delay of online servers (brokers) including the HiveMQ test server 
available online at broker.hivemq.com, the Mosquitto-based test server available online at test.mosquitto.org, 
and the test server of Moquette available online at broker.moquette.io. The results are shown in Figure 6, Figure 
7, and Figure 8. The clients that connect to these online servers start counting the round-trip time (RTT) from 
creating the socket to closing it, which includes the time needed for receiving the frame from the RTL-SDR, 
formatting the message in JSON, connecting with the server without logon process, and disconnecting from 
the server, in addition to the network latency. The HiveMQ server has the less delay, and the Moquette server 
has the highest delay. In fact, MQTT is a broker-based protocol, which may face performance issues, especially 
when the number of simultaneous connections increases, as shown in Figure 6. In this case, MQTT servers 
managed in clusters help solving performance issues. 

Since the HiveMQ server has the less RTT, it is used for the second test, where one-hundred, fixed-
sized messages of 5-bytes were published (sent) over the Internet to the server. One thread publishes one-
hundred messages successively, two concurrent threads each publishes fifty messages, four concurrent threads 
each publishes twenty-five messages, five concurrent threads each publishes twenty messages, and ten 
concurrent threads each publishes ten messages. The result is illustrated in Figure 7, which shows that ten 
concurrent threads, each sends ten messages, consume the less time per message. This is because one publisher 
sends one-hundred messages successively, uses one TCP route, and hence any message faces a delay on the 
route influences the other messages in the queue. With ten concurrent threads, the ten TCP routes are different, 
each route handles ten successive messages, and thus the RTT per message is 21.49 ms. However, the RTT of 
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each message is 205.44 ms with one publisher that publishes one-hundred messages successively. This test 
indicates that the data received by the RTL-SDR from legacy communication systems should be formatted in 
JSON, distributed on threads, and then published by the MQTT publisher concurrently, instead of successively. 
Therefore, the received data from weather stations, meters, and ADS-B systems have been formatted in JSON, 
subdivided into smaller messages, and published concurrently via Java threads. 

 
 

 
Figure 6. MQTT latency: comparing the latency of 

three online servers

 
Figure 7. MQTT latency: number of threads versus 

RTT per message 
 

 
The third test is also conducted with the Internet-based HiveMQ server as well, where five cases were 

tested. One thread publishes one message of payload 10 bytes, twenty bytes, forty bytes, fifty bytes, and one-
hundred bytes. The result is illustrated below in Figure 8, which indicates that the latency is always between 
200 ms and 300 ms, which is an indication of the good performance of the developed environment. 

 
 

 
 

Figure 8. MQTT latency: number of bytes versus RTT 
 
 

As shown in Figure 1, producing one message by one publisher and consuming it by one subscriber, 
requires around 100 bytes of overhead. Figure 8 shows that a message of 100-bytes’ payload requires 300 ms 
of RTT. Hence, a message of payload 100 bytes requires around 300 ms of RTT and 50% of overhead. 
 
4.2. XMPP bandwidth 

There are mainly two XMPP extensions for audio sessions, Jingle [37] and Jingle RTP Session [38]. 
Jingle is a collection of protocols for initiating, maintaining, and terminating peer-to-peer (P2P) multimedia 
sessions over the Internet. When a session is initiated, media such as voice chat is exchanged using the Real-
time Transport Protocol (RTP) [39]. Usually, the process for negotiating a Jingle RTP session follows 6 steps 
[37], arranged in 6 XML messages. The initiator starts the process by sending a session-initiation message to 
the responder. The responder acknowledges the message reception by sending an ack message, followed by a 
session-accept message. The initiator acknowledges the session-accept by sending ack message. Now, both 
parties can exchange media using RTP. Any party is able to terminate the session by sending a session-
terminate message. The other party acknowledges the reception of termination requirement by sending an ack 
message that terminates the session. 
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The RTP uses one of three time-intervals, which are ten milliseconds, twenty milliseconds (the 
default), and thirty milliseconds. The payload is compatible with each interval, which is 80 bytes, 160 bytes, 
or 240 bytes respectively that guarantees the 64 kbps bandwidth in all cases. In the first case, the time interval 
is 10 ms and hence the number of packets per seconds (pps) is 100. In the second case, the time interval is 20 
ms and hence the pps is 50. Finally, in the third case, the time interval is 30 ms and hence the pps is 33.33. The 
required bandwidth in each case is calculated using (2). Since RTP is using UDP/IP socket communication, 
the total header is calculated based on the header of the three protocols. The RTP uses 12 bytes of header, the 
UDP uses 8 bytes of header, and the IP uses 20 bytes of header. The Ethernet header is not part of the equation, 
because the ADSL is used in this case to pass the RTP packets over the Asynchronous Transfer Mode (ATM) 
of the WAN to the Internet-based server. 

 

  PacketsPayloadHeaderBandwidth  8  (2) 

 
The result is plotted in Figure 9, where (a) illustrates the size (number of bytes) versus the time interval 

while demonstrating the header compared to the payload, and (b) shows the bandwidth according to (2) for 
each time interval. The maximum bandwidth required by the XMPP for transferring audio signals to an Internet 
server is 96 kbps, which is another indication of the good performance of the developed scenario. As mentioned 
above and in all cases, the bandwidth is always fixed to 64 kbps if no headers were considered. 

 
 

 
 

Figure 9. RTP comparisons, (a) total headers compared to the payloads versus the time interval, and (b), the 
bandwidths versus the Time interval 

 
 

5. CONCLUSION 
The IoT has been employed successfully in many studies for agriculture [40, 41], industry [42], smart 

cities [43], among other applications, and interoperability is solved, for example, in [44-46]. In this paper, the 
IoT is proposed as an interoperable platform by introducing its standard protocols to transfer data from legacy 
communication systems over the Internet. Signals of legacy wireless communication systems were received 
via an SDR platform, and hence costs and physical dimensions are reduced, scalability and modularity are 
achieved, and flexibility is ensured. However, the connectivity with the IoT requires a standard 
telecommunication protocol and format that provides interoperability. Hence, JSON is used as a standard 
format for interoperability, and protocols SMTP, MQTT, and HTTP are used respectively for M2H, M2M, and 
H2M communications. The developed SDR-IoT environment receives the signals, extracts the frame, formats 
the data in JSON, and then transfers them over a standard protocol. However, extracted audio signals are 
transferred over XMPP to an Internet-based XMPP server. The analysis of the MQTT latency and XMPP 
bandwidth show good performance to connectivity with Internet while providing interoperability. The 
developed environment can be used in many applications for transferring data from wireless systems to 
Internet-based servers in monitoring mode. Such applications include, but are not limited to smart city sectors, 
Internet Radio, Internet-based AIS and ADS-B, and voice over IP (VoIP) in audio conferencing systems. 
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