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ABSTRACT
One of the several beneﬁts of text classiﬁcation is to automatically assign document in predeﬁned category is one of the primary steps toward knowledge extraction from the raw textual data. In such tasks, words are dealt with as a set of features. Due to high dimensionality and sparseness of feature vector results from traditional feature selection methods, most of the proposed text classiﬁcation methods for this purpose lack performance and accuracy. Many algorithms have been implemented to the problem of Automatic Text Categorization that’s why, we tried to use new methods like Information Extraction, Natural Language Processing, and Machine Learning. This paper proposes an innovative approach to improve the classification performance of the Persian text. Naive Bayes classifiers which are widely used for text classification in machine learning are based on the conditional probability. we have compared the Gaussian, Multinomial and Bernoulli methods of naive Bayes algorithms with SVM algorithm. for statistical text representation, TF and TF-IDF and character-level 3 (3-Gram) [6,9] were used. Finally, experimental results on 10 newsgroups.
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1. INTRODUCTION
With the advent of information technology, organizations and companies are increasingly turned to the Internet to transfer their information. Given that about 80% of the information is in the form of text, companies need data retrieving and mining tools in order to keep up with their rivals and compete through their achieved information at the right time and low cost. Data mining deals with data analysis to discover the hidden and useful information of the data in the database. Text mining is an important part of data mining that organizes a set of large text document to capture their hidden knowledge. This science includes the classification of texts, extraction of relationships, entities, and events that are widely used in data retrieval in order to organize documents. Automatic document classification means assigning textual documents to predefined categories. Although text classification is studied since 1960, significant progress has been made in this regard since the early 1990s thanks to software and hardware improvements [1]. Text classification is performed in a wide range of fields including electronic mail filtering, document classification, word disambiguation, etc. There are mainly two classification approaches to enhance the organizational task of digital documents. First is the supervised approach, which is commonly used where a pre-defined category is labelled and assigned to a document based on its contents. Text categorization systems classify new documents into one label that is determined by predefined categories. Second is the unsupervised approach, which is also applied where there is no need for human intervention or labelled documents at any point in the whole process [2]. There are many supervised learning algorithms that have been applied to the area of text classification, using pre-classified training document sets. Those algorithms, that used classification, include K-Nearest Neighbor (K-NN) [3,17] classifier, Naïve Bayes (NB), decision trees, Support Vector Machines (SVM) [4,16] and Neural Networks. Bayesian method is one of the most used methods in classifying texts. In this method, the text is presented as sets of independent words from each other and the location of the text. The probability function of each text is derived by the product of the probability of its words and the probability of a text occurrence with that length. System learning is done by estimating the parameters for generating a model that only uses the tagged texts. The algorithm uses the estimated parameters for new text classification with calculating which category is mostly similar to the given text. This algorithm will be discussed in detail in the methods section. In this research, three methods from the Bayesian classifiers family, Gaussian Naive Bayes, Multinomial Naive Bayes, Bernoulli Naive Bayes, and a support vector machine (SVM) are used to classify texts in Persian.
2.Materials and methods
2.1 Methodology
[image: ]
Fig. 1. The architecture of text categorization

2.2 Text Pre-processing
Unlike other languages, including English, text mining for the Persian language has numerous difficulties due to the complexity of the linguistic structure and the type of written words.  The lack of proper tools for Persian language: There are not many tools for preprocessing and analyzing Persian text. For mining, documents must be preprocessed and information should be stored in an appropriate data structure for subsequent processing [5]. The purpose of preprocessing is to reduce the space dimensions of the terms in the document that usually includes the following steps:

2.2.1.Removing the stopword
Despite being repeated in most texts, these words are not meaningful and lack conceptual information. In text processing, it is necessary to find the words that help to achieve a better model. In this study, in addition to common stopwords, the demonstrative, pronominal-adjective, conjunctions, group conjunctions, reflexive pronouns, emphatic pronouns, interrogative pronouns, numbers, numbers in letters, postpositions, auxiliary verbs and copulas are collected that make up 940 stopwords.

2.2.2.Text normalization
One of the preprocessing stages of text data in the field of text mining is the normalization and harmonization of texts. Before analyzing any data, noises and data must be isolated from other data, which will increase the accuracy of analysis and reduce the amount of processing. Removing punctuation marks, non-Persian words, spaces between words, abbreviations, and word rooting are among the most important actions at this stage.
Weighting words:
One of the important issues in text processing is to examine the role of words and their influence on the text. Using different weighting patterns for each word at this stage, the influence of a word is compared with other words used in the text. The reason for this is to facilitate the meaning comprehension of the concept of a document with a proper weighing criterion. In this research, a TF and TF-IDF based common method is used in Bayesian algorithms and Word embedding is devised in vector algorithms that the performance of each one is described below.

2.3. Feature weighting methods
In word weighting, the TF and TF-IDF models have been used for the Bayesian algorithms
2.3.1.TF based approach
In this simple and very practical method, which was first proposed in (5), in the case of existence of   feature in the document , its weight will be equal to the number of feature repetitions in the corresponding document.

Where, () is equal to the number of replicates of each feature  in the document .
2.3.2 IDF-based method
In these methods, weighting the features is a function of the distribution of  feature distribution within the D documents. The main idea of ​​weighing in this category is that as the number of documents with the features decreases, is a more appropriate feature to distinguish the documents from one another and should have more weight. This method is used in the field of data retrieval for the first time.


Where, |D| is the total number of documents and  is the number of documents from the set D that features exist in them. 
2.3.3.TF-IDF method
This technique, which is one of the most common weighting methods for this category, is the combination of TF and IDF-based methods (6)
In this method, the repetition rate of a word in a document vs. its replication in the set of all documents is considered. The weight of the words is determined by term frequency and inverse document frequency criteria and finally the weight of each word is calculated through the following formula. 

2.4. Classification
Data mining and machine learning algorithms that perform classification accept a matrix as an input and learn the pattern of each class from this matrix and its features. Then, if a new sample with unknown class is given to the trained algorithm, this algorithm can classify this new instance to the possibly right class. In general, the algorithms that have right classes during their training in their matrix are called supervised learners. The following section addresses the Bayesian algorithm and the support vector machine (SVM) method.
2.4.1. Bayesian method
This method is one of the most widely used methods in classifying texts. In this approach, the text is considered as sets of words independent of each other and independent of its location in the text. The probability function of each text is derived from the product of the probability of its words and the probability of a text occurrence with that length. System learns with estimating the parameters for generating a model that only uses tagged texts. The algorithm uses the estimated parameters to classify new texts by calculating which categories have the most similarity to the given text.
The class of a document corresponds to words that appear in a document that the following formula is used to estimate the document's class:

It is assumed that the values ​​of attributes with the values ​​of the objective function are conditionally independent of each other. This assumption implies that under the condition of viewing the output of the objective function, the probability of observing  will be equal to the product of each attribute separately.


Given that the denominator of this fraction does not depend on the type of class, it is possible to consider the denominator constant and in accordance with the joint probability distribution rule, the formula can be written as follows:

The above steps are model training. In the next step, the estimated probabilities to determine the new sample class could be calculated as the following formula:

Three popular Naïve Bayes algorithms:
2.4.2. Gaussian Naïve Bayes
When attribute values are continuous, an assumption is made that the values associated with each class are distributed according to Gaussian i.e., Normal Distribution. The likelihood of the features is assumed to be Gaussian:

The parameters  and  are estimated using maximum likelihood.
Maximum likelihood Estimates:
Mean:

Variance:


Gaussian good for making predictions from normally distributed features
2.4.3. Multinomial Naïve Bayes
Multinomial naive Bayes implements the naïve Bayes algorithm for multinomially distributed data, and is one of the two classic naïve Bayes variants used in text classification. With a multinomial event model , feature vector represent the frequencies as word vector counts have been generated by a multinomial, the distribution is parametrized by vectors  for each class Y,where n is size of the vocabulary .
   is estimated by a smoothed version of Maximum likehood:

Where  is the number of times feature i appears in sample of class y in the training set T
is the total count of all features for class y
The smoothing priors  accounts for features not present in the learning samples and prevents zero probabilities in further computations. Setting is called Laplace smoothing, while is called Lidstone smoothing.
Multinomial good for when your features (categorical or continuos) describe discrete frequency count 
2.4.4. Bernoulli Naïve Bayes
Bernoulli Naive Bayes is used on the data that is distributed according to multivariate Bernoulli distributions. i.e., multiple features can be there, but each one is assumed to be a binary-valued (Bernoulli, Boolean) variable. So, it requires features to be binary valued.

Bernoulli good for making predictions from binary features
2.4.5. Performance Measures
Many measures are used to evaluate various aspects of text processing and information retrieval system. The performance of such a system, which is designed to classify document to their categories, is often gauged in terms of precision, recall and macro-average. Let Tue Positives (TP) be the number of documents that are classified as relevant, judged by the human and the classifier Tue Positives , False Negatives (FN) be the number of documents that are classified as relevant by judgment of the human and irrelevant by judgment of the Classifier FN, False Positives (FP) be the number of documents that are classified as irrelevant by judgment of the human and relevant by judgment of the classifier FP and True Negatives (TN) be the number of documents that are classified as irrelevant by judgment of the human and the classifier TN[19] . Recall and precision are defined respectively as:
· Precision: Measures that have a high ability to retrieve document that are judged by the user as being relevant 

· Recall: Measures that have a high ability of the search to find all of the relevant item in the corpus.


2.4.6. Experimental Results
The dataset used in our system consists of 10000 documents, distributed into ten categories: Law, Religion, Economic, Health, Scientific, Political, Educational, Cultural, Social, Sport have been collected from Irna News Website. The dataset was collected from the Irna website and divided into a 75 % document training set and a 25% document testing set
4. RESULTS
Since this paper deals with three objectives of comparing the weighing methods, the effect of reducing the feature vector and selecting the best machine-learning algorithm for classifying Persian texts, in this section, 4 tests are done on the texts. In the first method, using the TF weighing method and the removal of the prepositions, it is attempted to compare the algorithms that the Multinomial algorithm with the accuracy of approximately 83% has the best result compared to the rest of the algorithms. In the second method, the algorithms are compared without eliminating the prepositions that the above algorithm outperforms the rest of the algorithms by 82.4% accuracy but it is less than the first method and the duration of the training is increased due to the large feature vector.



Table 1. TF method without stopwords
	#
	Algorithm
	Precision
(Micro)
	Precision
(Macro)
	Recall
(Micro)
	Recall
(Macro)
	F1 Score
(Micro)
	F1 Score
(Macro)

	1
	MultinomialNB
	0.828000 
	0.834406 
	0.828000 
	0.829661 
	0.828000 
	0.822319 

	2
	GaussianNB
	0.580000 
	0.583903 
	0.580000
	0.581826 
	0.580000 
	0.577923 

	3
	BernoulliNB
	0.803600 
	0.801278 
	0.803600 
	0.805042 
	0.803600 
	0.798569 

	4
	SVM
	0.769600 
	0.767363 
	0.769600 
	0.771154 
	0.769600 
	0.768506 



Table 2. TF method with stopwords
	#
	Algorithm
	Precision
(Micro)
	Precision
(Macro)
	Recall
(Micro)
	Recall
(Macro)
	F1 Score
(Micro)
	F1 Score
(Micro)

	1
	MultinomialNB
	0.824800 
	0.836364 
	0.824800 
	0.826687 
	0.824800 
	0.817535 

	2
	GaussianNB
	0.590400 
	0.598527 
	0.590400 
	0.591851 
	0.590400 
	0.590216 

	3
	BernoulliNB
	0.802000 
	0.799499 
	0.802000 
	0.803220 
	0.802000 
	0.797958 

	4
	SVM
	0.759600 
	0.758481 
	0.759600 
	0.761983 
	0.759600 
	0.758634 



Table 3. TF-IDF method without stopwords
	#
	Algorithm
	Precision
(Micro)
	Precision
(Macro)
	Recall
(Micro)
	Recall
(Macro)
	F1 Score
(Micro)
	F1 Score
(Micro)

	1
	MultinomialNB
	0.842800 
	0.844971 
	0.842800 
	0.844175
	0.842800 
	0.838530 

	2
	GaussianNB
	0.604400 
	0.606828 
	0.604400 
	0.605730 
	0.604400 
	0.603463 

	3
	BernoulliNB
	0.818000 
	0.814981 
	0.818000 
	0.819134 
	0.818000 
	0.813763 



Table 4. TF-IDF method with stopwords
	#
	Algorithm
	Precision
(Micro)
	Precision
(Macro)
	Recall
(Micro)
	Recall
(Macro)
	F1 Score
(Micro)
	F1 Score
(Macro)

	1
	MultinomialNB
	0.834000
	0.836473 
	0.834000 
	0.835223 
	0.834000 
	0.829738 

	2
	GaussianNB
	0.592400 
	0.591833 
	0.592400 
	0.593921 
	0.592400 
	0.590132 

	3
	BernoulliNB
	0.818800 
	0.818432 
	0.818800 
	0.819831 
	0.818800 
	0.815108 



Then the TF-IDF method is used to calculate the features of the words with and without prepositions to compare the efficiency of the algorithms. The Multinomial algorithm has a good accuracy of 84.3 with the removal of prepositions. Removing the prepositions significantly helps to reduce the feature vector, which results in increased processing speed and accuracy, as shown in Figure 2.
[image: ]
Fig. 2. Precision, Recall and F1 score for all algorithms
There’s a reason why the two classic variants of NB on text classification are Bernoulli and Multinomial: these are discrete distributions. Gaussian, on the other hand, is a continuous distribution. Basically, to use this with text classification, you have to figure out a way to represent a word as if it were drawn from a normal distribution. A Gaussian naive bayes classifier is used with a continuous stream of text data. This allows an algorithm to begin classification before the entire block of new text is available. The basic idea is that given the currently known text the probability of expected words can be used to help a user complete a sentence or classify immediately with an educated guess.
[image: ]
Fig. 3. Confuse Matrix for best result (Multinomial algorithm)


4. DISCUSSION AND CONCLUSION
Due to the increasing volume of access to textual sources, the automatic classification of text data is an important issue. This paper presents a method for classifying Persian texts. A general method based on machine learning contains the learning and testing phases. In general, the text classification process has three main parts of preprocessing, feature selection, and learning algorithm. In the feature selection section, by keeping the useful meaning of the words, eliminating noise and words that have little information load, they can reduce the dimensions of the feature vector to some extent and prepare them for the next steps. Based on the results of the preprocessing and feature selection, the TF-IDF method has a direct impact on the accuracy and speed of the learning algorithm. The classification is not only used to find the subject of the text, but also applied in the filtering of the texts with respect to their relative content. The recommendation for future studies is to improve the natural language processing method to generate more precise word vector, use ontology to enhance the feature vector and study neural network algorithms and deep learning on Persian language. 
 
Due to the increasing volume of access to textual sources, the automatic classification of text data is an important issue. This paper presents a method for classifying Persian texts. A general method based on machine learning contains the learning and testing phases. In general, the text classification process has three main parts of preprocessing, feature selection, and learning algorithm. In the feature selection section, by keeping the useful meaning of the words, eliminating noise and words that have little information load, they can reduce the dimensions of the feature vector to some extent and prepare them for the next steps. Based on the results of the preprocessing and feature selection, the TF-IDF method has a direct impact on the accuracy and speed of the learning algorithm. The classification is not only used to find the subject of the text, but also applied in the filtering of the texts with respect to their relative content. The recommendation for future studies is to improve the natural language processing method to generate more precise word vector, use ontology to enhance the feature vector and study neural network algorithms and deep learning on Persian language.
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