Author revisions/corrections to reviewer’s comment

Reviewer 1
	No
	Reviewer Comments
	Corrections / Revisions

	1
	Please revise the typos and grammatical errors found in this article, especially in Section 2.
	Grammatical errors have been checked and corrected

	2
	In abstract, the background/motivation needs to be briefly mentioned.
	The background of this work mentioned in the abstract by this sentence:
[image: ]


	3
	Many abbreviations are not well explained in the first place, eg. EDOM,
TF-IDF, SVM, KNN etc.
	All first places abbreviations have been explained and written for what its stands for: 

[image: ]

[image: ]

[image: ]

	4
	Table 2 will be better if ML and DL methods are separated, either by
additional line or by additional texts.
	Added category column in Table 2 to to distinguish Machine Learning (ML) and Deep Learning (DL)

[image: ]

	5
	The paper lacks elaboration on the applied methods, especially when the
main language is not English (Table 3). Please elaborate.
	Table 3 has been elaborated in paragraph under the table appearance:
[image: ]

	6
	How big is the dataset? And what is the source of the dataset? Is it from
Twitter or comment sections of a website? is it available as a public
dataset? Please explain it more clearly.
	The dataset has been elaborated in point 2. Dataset, describing source of the datasets, numbers of data, where the datasets can be accessed and labeled data distribution

	7
	The result needs to be compared with other published results to see the
improvement made or the novel findings. Moreover, as the dataset is somewhat
different from previous publications, more in-depth discussion is also
expected.
	The result has been described more in point 3. Result and discussion especially in paragraph under figure 4.:
[image: ]




Reviewer 2
	No
	Reviewer Comments
	Corrections / Revisions

	1
	Some writings still use personal pronouns such as "we", "our", etc. It
should be replaced with other words like "this work", "this research", "this
paper", etc
	[bookmark: _GoBack]The word “we” and “our” in this paper has been replaced with suitable word such as “this work”, ”this”, “the proposed ..”, and “this paper”, based on the context.
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The proposed deep learning network outperforms previous works using machine learning approaches such as
in [21]-[23]. The highest accuracy was reported in [4] that reach 94% using an SVM classifier. However,
that result in general is still lower than this proposed method's accuracy, which reached 0,979 (97,9%).
Compared to other deep learning approaches, which is Deep Neural Networks (DNN), Convolutional Neural
Networks (CNN), and Recurrent Neural Networks (RNN) that is already published in [10], the proposed
model are very convincing enough as the accuracy also higher than all reported methods and dataset in [10].
Nevertheless, due to the dataset differences, this method still needs to get further testing. In terms of
sentiment analysis on short texts, the proposed method was also able to provide a better accuracy than what
had been done in [24] that reach 85.5% of accuracy. However, the proposed method is very low in F1 score
compared to existing deep learning approaches in [10] and, [24]. The F1 scores could reflect the imbalanced
dataset used in this work. Lower F1 score means that this proposed model also had an imbalanced per class
accuracy. The neutral class was obviously rarely predictable. This could be due to the lower distribution of
the neutral class, compared to the positive and negative classes.
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The proposed model was trained using a dataset collected from student
comments from an application called Evaluasi Dosen Oleh Mahasiswa
(EDOM). This application assesses the lecturers using questionnaires filled
out by students. It also records the student's comments but is not part of the
evaluation calculation, therefore this work makes the data possible to be part
of the assessment through sentiment analysis. This work focuses on building
suitable preprocessing algorithm and building a simple deep learning
network. The preprocessing algorithm was based on multiple word n-gram
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comments from an apphcatlon called Evaluasi Dosen Oleh Mahasiswa
(EDOM). This application assesses the lecturers using questionnaires filled
out by students. It also records the student's comments but is not part of the
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and Term Frequency-lnverse Document Frequency (TF IDF) vectonzatlon
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1. INTRODUCTION
Sentiment analysis has become one of highly active research in
and s rapidly increasing the number of methods and their implementations. Many implementations of
Sontiment analysis wee popular machine Ieaming methods, such 55 SUpPO YEGIOF Fachines (SVMD), naive
Bayes, ﬂa{-m\l). neural networks, or modifications of these methods. SVM for sentiment
analysis, in many reviews, has been domineering and offers better accuracy compared to the other methods
[1]-{8]. Table 1 shows a comparison of some research on sentiment analysis with popular traditional machine
learning (ML) methods on sentiment analysis. However, SVM is not the only method used in order to get
high accuracy and performance in sentiment analysis. Deep learning techniques, on the other hand, cannot be
overlooked for their potential in sentiment analysis compared to methods that are already popular like SVM
and Naive Bayes. Deep learning techniques could provide minimal constraints or data to do the task in

sentiment analysis [9]. The popularity of deep learning techniques for sentiment analysis has increased
recently. and hybrid approaches have

become widely used techniques in sentiment analysis [10]. Nonetheless, the deep learning approach requires
fine-tuning of modelling the network and determining the optimal hyper-parameters. A decp learning
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Table 2. Accuracy (in %) between Deep Learning and Machine learning methods
in Sentiment Analysis [12]

Datasets
Algorithm Category Twitter tweets _IMDB Reviews Hotel Reviews
Naive Bayes Machine Learning 61.28 71.98 70.9
Logistic Regression  Machine Learning 7290 85.48 80.12
Random Forests Machine Learning 72.44 84.98 80.37
LST™ Deep Learing 7454 87.58 81.29
CNN Deep Leamning 74.44 88.98 81.28

CNN + LSTM Deep Learning 74.92 88.28 8119
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Table 3 shows that those comments are mainly written in irregular and informal Bahasa. However, some
comments also contain English words, such as “on time” and “moody”. With that, this work ignores the|
language factor in the preprocessing as the data could consist of multiple languages. The dataset also consists
of some single-word comments such as “bagus” (good) and “hmmm”. Those single and uncommon word
comments like “hmmm” can obscure the meaning or context of the comment. Even so, those single irregular
and uncommon word comments have to be part of the dataset. This leads to another consideration that is not
using the stemming and removing stopwords other than already described in [14]. This avoids short text
especially text with lesser words from losing its features. Another characteristic of this labeled dataset is the
number of typos. Words with typos are very informal, however they still have to be accepted as part of the
dataset and labeled with the appropriate label. The approach to handling it was to build a context-free text
tokenizer, and this work utilizes n-gram.




