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Abstract 
 

Processes of image quality enhancement often leave deficiencies in the image result. 
These deficiencies in the form of loss of local contrast and loss of detail in some parts of the 
image. These deficiencies resulted in some important information on the image become 
unreadable. The deficiency that caused from processes of image enhancement can be minimized 
by taking information back from the original image. Taking this information can be done by 
combining the original image with the image of the improvements. Before the fusion of image, the 
means of average value and standard deviation value from the result on image should be 
improved first enhancement, so that fusion of image can be maximum. From the tested of 500 
(five hundred) images that consist of image lacks brightness, image lacks contrast, and image 
lacks brightness and contrast, there were 74 (seventy four) image that can not be full repaired by 
using the proposed method. But for the image of the other experiments, the proposed method 
could improve image deficiencies. In this success level from method which is proposed reaches 
85 %.  
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1. Introduction 

Designing an improvement (improvement) in image quality must be the goal to make the 
original image better for certain applications or objects. In addition, improving image quality also 
has the purpose of improving the interpretation and perception of information contained in images 
by the human eye, or to provide better input for techniques that support other images. 

Many methods have been approved to improve the image on the spatial domain, some 
are based on modifications, some are based on local contrast resolution and edge information. 
These methods are more effective at improving the perception and information of images in the 
human eye, but some methods still lack, such as reversing local contrast and detail, including 
Gamma Correction, Multi Scale Retinex (MSR), and Gradient Domain Method[1]. 

Qiang Chen solved this problem by using a fusion method that uses free sigmoidal 
merging weights based on local contrast measurements[8]. This method can correct deficiencies 
in the quality improvement results by improving the contrast that is lost on the results of quality 
improvements taken from the original image. However, this method depends on the quality of the 
input image. The lower the quality of the input image, the lower the quality of the image produced, 
and vice versa. 

On the other hand, Daniel J. Jobson found a relationship between statistical 
characteristics and good visual representation. Jobson stated the facts about imagery can be 
measured using an average value (μ), and image contrast can be assessed using standard 
deviation (σ). The work states that the ideal image has an average of µ of 100-200 or 0.3921-
0.7843 for normalized images, and the average σ is 40-80 or 0.1568-0.3137 for normalized 
images[2]. 

Meanwhile in an effort to improve image quality, Hadiq in his research conducted a 
histogram evaluation first[6]. The histogram evaluation process begins with making an image 
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grayscale potato, nk is the number of pixels at the ash level to k, and n is the total number of 
pixels in the image, histogram evaluation checks every nk / n. If nk / n has an accumulation of 
0.5% -3%, then the pixels at the gray level to k are combined with pixels at the gray level to k + 
1[3]. The image of the evaluation results is then optimized for the average value and default 
deviation, so that it can be accessed at the request of an ideal image for Daniel J. Jobson's 
research. This method can correct deficiencies in the quality improvement results by improving 
the contrast that is lost on the results of quality improvements taken from the original image. But 
this Hadiq method cannot be applied to images that have very low contrast and conversion rates 
 
2. Research Method 
 
2.1. Visual Representation Statistics 

Daniel J. Jobson conducted a study of the relationship between statistical characteristics 
of images with good visual representation. In the study, Jobson suggested that image brightness 
can be measured using an average value (µ), and image contrast can be measured using 
standard deviation (σ)[2]. 

To measure regional parameters, Jobson divides the image into several sub-images that 
do not overlap with the size of each block of 50 x 50. In each sub-image, the calculation of the 
values µ and σ[3]. 

Calculation of µ sub image values is done by the following equation : 
 
 
 
 
While the calculation of σ sub imagery with the following equation : 
 
 
 
 
where (2P + 1) (2Q + 1) is the width of the sub-image analyzed.  
 
In the study Jobson found that everything that looks good visually has convergent 

statistical characteristics. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 1. The ideal visual representation experiment 
 
Figure 1 shows the actual point data group. The data provides the idea that optimal visual 

representation of data meets on two things. First, the average value with data that is clustered 
with high density and has a value of around 165, has a more optimal visual representation than 
data spread over a wider area. Second, the average frame of the standard deviation in the image 
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with optimal visual representation significantly shifts to a higher value. Jobson then concluded 
that the ideal image has a contrast value (standard deviation) at a range of 40-80. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 

Figure 2. Image sharing based on visual representation statistics 
 
Share images based on visual representation statistics. Based on the results of the study, 

Jobson divides the image into four categories, as shown in Figure 2. First, images that have 
deficiencies in contrast and brightness, namely images that have an average value µ below 100 
(0.3921 for normalized images ) and has an average value of σ below 40 (0.1568 for normalized 
images). Second, images that have a deficiency in contrast, namely images that have an average 
value of µ of 100-200 (0.3921-0.7843 for normalized images) and an average value of σ below 
40 (0.1568 for normalized images). The three images that have deficiencies in brightness, namely 
images that have an average value of µ below 100 (0.3921 for normalized images) and an 
average value of σ of 40-80 (0.1568-0.3137 for normalized images). Fourth is the ideal image 
(visually optimal), that is the image that has an average value µ of 100-200 (0.3921-0.7843 for 
normalized images) and the average value of σ is 40-80 (0.1568-0.3137 for normalized 
images)[9][10]. 

 
2.2. Increase in mean µ and σ 

The method of increasing the average µ and σ image aims to strive for an increase in the 
average value µ and σ image so that it is included in the ideal image criteria. 

Increasing the average value µ is done by adding pixel values with absolute values of the 
average pixel difference with neighboring pixels, using the following equation : 

 
 
 
 
 

where g(x,y) is the result pixel value, f(x,y) is the original pixel value, and f(i,j) is the pixel difference 
value with neighboring pixels. 

Calculation of pixel difference values is done by using a 3x3 filter. This is based on the 
assumption that the larger the filter is used, the greater the blur process will occur, which will 
cause the lower SNR (Signal to Noise Ratio) value. 

Increasing the average value of σ is done by using unsharp masking. The unsharp 
masking process is generally divided into three steps. First, make the image blurry from the 
original image. Second, to reduce the original image with blurry images. The results of this 
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reduction are then used as a mask. Third, combine the mask with the original image. The result 
of the process is an image that looks sharper than the original image. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 3. Unsharp masking process 
 

2.3. Local Contrast, Weight and Image Merger 
Local contrast is one method of measuring image quality based on differences in intensity 

in small areas. This method works in the Ii image, where i = 1, 2 which is two normalized grayscale 
images. For each point (x, y) on Ii, local contrast is defined as the following equation : 

 
Ci(x,y) =  max(Ni(x,y)) -  min(Ni(x,y) 

where Ni(x,y) is a representation of a local image with a size of 3x3 which is centered on 
the point (x,y). While max (.) And min (.) Are the maximum and minimum values of local images. 
Thus local image contrast is formed from the difference in intensity in each local image with a size 
of 3x3. 

After knowing the local contrast, the next step is to determine the local contrast 
differences from C1 and C2 by using the following equation: 

 

D(x,y) = C2(x,y) – C1(x,y) 

Image merging weight is determined by the following equation : 

𝑊 =  
𝟏

𝟏 +  𝒆−𝒂 (�̂�− 𝒃)
 

where a = 5, b = - (min(D) / (max(D) – min(D)), and �̂� = 𝐷 − 𝑚𝑖𝑛 (𝐷)/(𝑚𝑎𝑥(𝐷) − 𝑚𝑖𝑛(𝐷)) 

For the merged image, it is determined by the following equation: 
 

𝑅 =  �̂�. 𝐼2 + (1 −  �̂�)𝐼1 
 

where �̂� = (𝑊 − min (𝑊)/(max(𝑊) − min(𝑊) is the normalized weight. 
 

2.4. Fidelity Criteria 
A process carried out in an image can result in loss of information on the image of results. 

Therefore a criterion is needed to measure the correctness of the results of the process. These 
measurement criteria are called Fidelity Criteria. 

There are two types of criteria that can be used to measure the truth of the results of a 
process in an image, namely subjective truth criteria and objective fidelity criteria. 

Subjective truth criteria are done by asking people directly about the quality of the image. 
Assessment can be done by comparing the result image with the original image, then a rating 
scale is created where each scale is related to quality. For example, the rating scale is (5, 4, 3, 2, 
1) which represent quality (very good, good, same, bad, very bad). Assessment is carried out by 
using a certain sample size, then the results of the assessment of each sample are taken the 
average value[11]. 
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Objective truth criteria are carried out by measuring the difference in distortion between 
the original image and the result image, so that this objective approach is often called Difference 
Distortion Measure. 

Here are some methods that can be used to measure the truth of the results of a process 
in an image. 

 
2.4.1. MSE (Mean Square Error) 

Is one of the techniques used to measure the quantity of differences between estimates 
and the estimated truth value of the quantity, or can also be defined as sigma of the number of 
errors between the result image and the original image. The equation used is as follows : 

 
 
 
 

where I(x,y) is the pixel value in the original image, I1(x,y) is the pixel value in the result image, 
while M and N are the dimensions of the image. 

The small MSE value on the resulting image indicates that the image is better than the 
result image that has a greater MSE value 

 
 

2.4.2. PSNR (Peak Signal to Noise Ratio) 
Is one technique in measuring the quality of image reconstruction without losing its 

original features. The equation used is as follows : 
 
 
 

where the value of b is the maximum value of the pixel image used. 
A large PSNR value on the image results indicates that the image is better than the result 

image that has a smaller PSNR value 
 

2.4.3. SNR (Signal to Noise Ratio) 
Is the ratio of signal power to noise that damages the signal. The equation used is as 

follows : 
 
 
 
A large SNR value on the resulting image indicates that the image is better than the result 

image that has a smaller SNR value. 
 
 

2.5. Design System 
The design of the algorithm used to obtain results that are in accordance with the 

objectives of this study is shown in the following figure 4. 
 
The first step is to determine the input image to be tested. At this stage a selection is 

made whether the average value of the image and the average value of the standard deviation of 
the image are below the ideal image criteria as Daniel D. Jobson's findings or not (mean of µ 
0.3921-0.7843 and σ 0.1568-0.3137). If the value is below the ideal image criteria, then the image 
will be used as an input image in the trial of this method. 
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Figure 4. Block diagram 
 
The second stage is to carry out the enhancement process in the input image using the 

Gamma Correction method. The basis of using this method is because Gamma Correction is 
proven to be able to improve image brightness, although there are still weaknesses in it, namely 
the loss of contrast in certain parts. Therefore this method is very appropriate if used to repair 
images that have less brightness values[4][5]. 

The third stage is to increase the average value µ and the mean value σ of the image as 
a result of enhancement. Increasing the average value of µ imagery is done using the method 
proposed in this study, namely the method of increasing the average image. While increasing the 
average value of σ is done by unsharp masking. The basis of using this method is because 
unsharp masking is proven to be able to improve image contrast[7]. 

The fourth stage is to look for local contrast values from the original image and images 
that have increased the average value µ and σ. This is done in order to be able to reduce the 
shortcomings of each image that will be combined especially in contrast. This local contrast value 
will be used as a reference to determine the weight of each image. 

The fifth stage is to determine the weight value of the original image and the image that 
has increased the average value µ and σ. This weight value is used to determine how big the 
portion of each image is when merging. The weight value used is based on the local contrast 
value of each image. This is done in order to be able to reduce the shortcomings of each image 
that will be combined especially in contrast. 

The sixth step is to combine the two images with the weights that have been obtained. 
 

3. Results and Analysis 
To find out how much the success of the research is carried out, it is necessary to test 

the proposed method. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Original Image 

Increment of mean µ 
and mean σ 

Measure of  weight 

Image Fusion 

Local Contrast 

Local Contrast 
 

Enhancement 
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Table 1. Trials 

Image Information 

 

Input image 

 

Enhancement (Gamma 
correction) 

 

Increment of mean µ and 
mean σ 

 

Local Contrast 

 

Local contrasts have 
increased mean values µ 
and σ 

 

Measure of  weight 

 

Output image 

 
The statistical data of the visual representation of the trial are as follows : 

 
Table 2. Visual Representation Statistical Data 

 
Mean of µ Mean of σ 

Input image 0.3306 0.1526 

Gamma correction 0.5561 0.1253 

Proposed method 0.3961 0.1773 

 
From these data it can be seen that the results of gamma correction are only able to 

increase the average value of µ imagery but experience a decrease in the σ average image value. 

citra asal

citra gamma

lokal kontras citra asal

lokal kontras citra hasil

bobot normalisasi
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While the results of the proposed method are able to increase the average value of µ and the 
average value of σ imagery, where the increase value is included in the ideal image range (mean 
value µ 0.3921-0.7843 and the mean value σ is 0.1568-0.3137) 

 
 
 
 
 

 
 
 
 
  
 
 

Figure 5. Statistical graph of visual representation 
 
 
 

3.1. Comparison Method 
Another method used as a comparison is the Qiang Chen method and the Hadiq method. 

The results of the comparison are shown in the following table : 
 

Table 3. Comparison method 

Result Method 

 

Qiang Chen method 

 

Hadiq method 

 

Proposed method 

 
The fidelity criteria data from the comparison of the three methods can be seen in the 

following table : 
 

Table 4. Fidelity criteria 
 Qiang Chen 

method 
Hadiq 

method 
Proposed 
method 

MSE 1659.20 1274.30 602.67 

PSNR 15.93 17.08 20.33 

SNR 8.92 10.07 13.32 

 
From the fidelity criteria data it can be seen that the results of the proposed method have 

smaller MSE values and have PSNR and SNR values greater than the previous two methods. 

hasil qiang

hasil Hadiq
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Figure 6. Statistical graph of comparison method 
 
 
All stages of the trial are then used to test 500 (five hundred) images consisting of images 

that have deficiencies in brightness, deficiencies at the level of contrast, and images that have 
deficiencies in brightness and contrast. The result is 74 (seventy four) images that cannot be 
repaired optimally using the proposed method. As for the other 426 images, the proposed method 
is able to improve image deficiencies. 

 
 

4. Conclusion 
The conclusions obtained from the research conducted that the proposed method is able 

to make the enhancement image become an ideal image according to the statistical criteria of 
visual representation, which has an average of µ between 0.3921 - 0.7843 and the mean value σ 
between 0.1568 - 0.3137. Based on the results of the fidelity criteria of the 500 trial images 
conducted on the proposed method and the previous two methods, 85.2% of the results of the 
proposed method have better quality than the previous two methods. The proposed method can 
only be applied to grayscale images. For this method, it needs to be further developed so that it 
can be applied to color images. 
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