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Multimodal Integration (MI) is the study of merging the knowledge acquired 

by the nervous system using sensory modalities such as speech, vision, touch, 

and gesture. The applications of MI expand over the areas of Audio-Visual 

Speech Recognition (AVSR), Sign Language Recognition (SLR), Emotion 

Recognition (ER), Bio Metrics Applications (BMA), Affect Recognition 

(AR), Multimedia Retrieval (MR), etc. The fusion of modalities such as hand 

gestures- facial, lip-hand position, etc., are mainly used as sensory modalities 

to develop hard-of-hearing multimodal systems. This paper encapsulates an 

overview of multimodal systems available within the literature for hard-of-

hearing studies. This paper also discusses some of the studies related to hard-

of-hearing acoustic analysis. It is observed that very few algorithms have been 

developed for hard-of-hearing AVSR than normal hearing. Thus, the study of 

audio-visual-based speech recognition systems for hard-of-hearing is highly 

demanded by people trying to communicate with natively speaking languages. 

This paper also highlights the state-of-the-art techniques in AVSR and the 

challenges faced by the researchers in the development of AVSR systems. 
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1. INTRODUCTION

Multimodal Integration (MI) offers more natural, accessible, and transparent ways of combining 

information from different sources. The MI system emerged approximately 30 years before. The MI 

experiments were initiated in Audio-Visual Speech Recognition (AVSR) to improve the robustness of speech 

recognition in a noisy acoustic environment. The AVSR has been an active research area for many years, and 

its transition from machine learning to deep learning improved the recognition rate of AVSR systems. Even 

though many applications have been developed for people with hearing loss to recognize the speech of normal 

hearing, only very few works have been reported on analyzing speech uttered by the hard-of-hearing person 

[1]. The development of language vocabulary in a person depends on the ability to hear. For a normal-hearing 

person, language vocabulary develops at their infant stage. The situation changes when a person experience 

hearing loss and this causes a delay in developing language and communication skills. This may cause a 

negative impact on language and vocabulary development for such person.  According to the Hearing Loss 

Association of America, the degree of hearing loss can be classified as  

• Slight hearing loss (16-25 dB)

• Mild hearing loss (26-40 dB)

• Moderate hearing loss (41-55 dB)

• Moderately severe hearing loss (56-70 dB)

• Severe hearing loss (71-90 dB)

• Profound hearing loss (90 above).
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     A person with hearing loss in the range of mild to severe (hard of hearing) can partially understand 

the speech, but the person with profound hearing loss cannot hear anything and is entirely deaf [2]. For the 

Deaf, communication is through sign language, but for those who are not trained in sign language, the 

semantical interpretation is difficult to attain. It makes a communication gap between normal hearing and Deaf 

people. So, there is an enormous scope for research in assistive system development, which helps to 

communicate with such people. Most of the studies associated with the Deaf are in the area of Sign Language 

Recognition (SLR) [3]. Hard-of-hearing people may not use sign language for communication, and they have 

speech impairments due to their inability to hear. With the help of assistive listening and learning devices, we 

can improve their communication skills. In such cases, speech recognition systems are crucial because they 

can be used to recognize the speech of both normal and hard-of-hearing individuals. But, hard-of-hearing 

people's speech recognition is challenging because their speech and speaking styles are entirely different from 

normal hearing people. 

Many studies have been conducted on hard of hearing to test the literacy skill in children, check their 

speech perception level, improve the speech enhancement techniques for hearing aids, and test their hearing 

sensitivity [4-5-6-7]. Researchers have already conducted studies related to speech recognition using acoustic 

data for them [1-37-38-50-51]. Less attention is given to the development of methods for visual speech 

recognition. In the case of noise or missing data either in the audio or visual modality, the AVSR techniques 

can provide a reliable enhancement in the recognition rate of the system. Even though the AVSR study for 

normal hearing started three decades ago, the researchers were less focused on the area of hard-of-hearing 

AVSR systems. The recently published papers on AVSR review also look at the normal hearing speech 

recognition [8-9-74]. Our aim is to improve the existing communication systems for hard-of-hearing people by 

utilizing the techniques of AVSR to create systems that are accessible to them. Therefore, it is necessary to 

review available systems for the hard-of-hearing as well as AVSR systems. Our paper discusses various audio, 

visual, and multimodal systems available to hard-of-hearing people and all these systems aim to enhance or 

assist hard-of-hearing people in communicating.  

In the multimodal studies, a great deal of attention is devoted to automatic sign language recognition 

(ASLR), cued speech recognition (CSR), etc. This paper provides an overview of MI systems developed for 

people with hearing difficulty. Also, it will explain the works related to acoustic-based speech recognition 

systems designed for hard-of-hearing.   In state-of-the-art techniques, most AVSR methods are used for normal-

hearing speech recognition, and only very few works are reported so far for hard-of-hearing. We, therefore, 

conducted a preliminary study on AVSR systems for normal-hearing people to identify the latest advancements 

in this field. The rest of this paper is organized as follows. 

Section 2 discusses multimodal systems, and section 3 reviews different types of available multimodal 

systems for hard-of-hearing.  Section 4 outlines the tools and techniques related to acoustic data analysis for 

hard-of-hearing. Section 5 elucidates audio-visual speech recognition systems and their integration techniques. 

Section 6 explains the challenges in audio-visual speech recognition systems, and finally, in section 7, the paper 

is concluded with an emphasis on future directions. 

 

2. MULTIMODAL SYSTEMS  

Modality refers to the manner or way of representing information through some medium. For example, 

visual modality can be represented using mediums such as images or videos. Multimodality means processing 

and combining data from at least two different modalities [10]. Single modality such as acoustic-based speech 

recognition is complicated for hard-of-hearing because of the enormous variation in their speech as compared 

with normal hearing. In this regard, MI techniques are crucial for the recognition of hard-of-hearing speech. In 

a multimodal, one modality can provide supplementary information rather than complementary information to 

the other modality. MI systems can overcome the limitations of single modality systems. MI began with Audio-

Visual Speech Recognition (AVSR), and it is now extending to a variety of other fields such as Emotion 

Recognition (ER), Sign Language Recognition (SLR), Affect Recognition (AR), and so on. The recent studies 

in multimodal machine learning and the challenges in MI are discussed by Baltrusaitis et al. [10]. The different 

types of multimodal interactions, challenges, and issues in multimodal integration are briefly reviewed by the 

author Turk [11]. Table.1 tabulates the details of these challenges and their various associated applications.  

Affect Recognition (AR) is a significant research area in multimodal signal processing. Sentiment 

Analysis (SA), ER, and Opinion Modeling (OM) are various parts of AR. Previously, sentiment extraction was 

based on text data in AR research, and ER was based on audio or visual data. After introducing MI, the 

combination of modalities such as text, audio, visual and physiological signals (EEG, ECG, etc.) brought a 

good result in Affect Recognition. A recent survey paper has reviewed different types of frameworks that are 

used in multimodal big data affective analytics [12].  The article discusses various big data models such as 

HACE, IBM's 4V model, and big data analytics frameworks such as Hadoop, Storm, and Spark. The paper 

contains a detailed survey combining different modalities such as text, audio, video, and physiological signals. 
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The authors have also thoroughly reviewed the databases, fusion methods, and techniques related to the current 

research areas such as automated depression diagnosis, stress detection, lie detection, etc. 

 

Table 1. Challenges associated with different Multimodal integration applications 
Challenges Algorithms Modality Applications 

Representation: Joint Autoencoders LSTM, 

RNN, Multimodal 

DBN 

Audio+ Visual Object and scene recognition, pose 

estimation, AVSR, Affect recognition 

Coordinated DNN, LSTM Video+ Text Visual object identification, Video 

description 

 

 

Translation:  

Example 

based 

AAM+ Animation 

tool Integer linear 

programming  

Text to visual, 

Visual to text 

 

Visual speech synthesis 

Image captioning 

Generative HMM+ Animation 

tool 

Audio to video Talking face generation 

 

Alignment: 

Explicit Dynamic Time 

Wrapping 

Video to text 

 

Video retrieval 

 

Implicit Markov Random Field Visual to text Natural science description 

 

 

Fusion:  

 

  Model 

agnostic 

SVM, Kernel 

Regression Decision 

Trees 

Audio+ Visual+ 

Text 

 

Multimedia event detection, Emotion 

recognition 

Model-

based 

Coupled HMM, 

LSTM, CNN 

Audio+ Visual Emotion Recognition, Affect Recognition, 

AVSR 

 

Co-learning:  

Parallel Deep learning Audio+ Visual AVSR, Lip reading 

Non-

Parallel 

LSTM, RNN Audio+ Visual Action recognition 

 

 

 

3. MULTIMODAL SYSTEMS FOR HARD-OF-HEARING 

Those with hearing loss communicate primarily through Sign Language (SL) or Cued Speech (CS). 

Moreover, the lip-reading capability helps them to understand normal-hearing persons' speech. Already some 

works have been introduced in MI to implement communication systems like Automatic Sign Language 

Recognition (ASLR), Cued Speech Recognition (CSR) system, etc. Multimodal interfaces are also being 

developed to improve their communication. In this section, we investigate multimodal interfaces and MI 

systems for helping the hard-of-hearing to communicate more effectively. 

 

3.1. Multimodal Interfaces for Hard-of-Hearing 

Different types of multimodal interfaces are available for the hard of hearing that help in either 

communication or interaction. The paper [13] presented a multimodal user interface that provides 

communication between disabled users and their interaction with the computer. It integrates both a sign 

language recognition-synthesis module for hearing impaired users and an AVSR-speech synthesis module for 

blind users. As an application scenario, the aforementioned technologies are integrated into a collaborative 

treasure hunting game which requires the interaction of the users at each level. The multimodal interfaces study 

for the blind and deaf person was conducted in [14]. The problems and issues associated with their 

communication and interaction are analyzed in their research. Also, the proposed prototype Tyflos Koufos is a 

combination of several technologies such as image understanding, natural language understanding, speech 

recognition, synthesis, etc. The authors Lee et.al, [15] introduced a lip-shape refinement technique for English 

vowels and which is implemented using a Support Vector Machine (SVM). The study was conducted on three 

different speakers; English native speakers, Korean normal hearing, and Korean hearing-impaired speakers. 

This paper proposed a new visual teaching method of English vowels for the hearing impaired. An assistive 

robotic system that makes use of a combination of modalities like audio, touch, and gesture for the effective 

communication of hearing-impaired persons was introduced by Edward et.al. The important feature of this 

system is it can interact with any type of hearing-impaired person without considering the degree of disability 

of users [16]. Different interfaces were developed by the researchers using the electroencephalography (EEG) 

signals for the effective communication reviewed by Bhuvaneshwari et.al. In which the communication 

systems developed by using machine learning and deep learning technologies are discussed very briefly [17]. 

A multimodal human-computer interaction system based on robot/virtual avatar tutors and a simple drumming-

based interactive music tutoring game has been designed as a part of education and therapy. This training and 

feedback mechanism employed in the interactive games helped participants to enhance their performance and 

motivation [18]. 
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3.2. Multimodal Integration for Hard of Hearing 

     This section discusses the multimodal systems by using audio-visual, hand-facial, and lip shape-hand 

position combinations. Communicating by manipulating lip shape and hand position is known as Cued Speech 

(CS). CS is an important communication mode for a visual-auditory communication system used by people 

with hearing loss to understand spoken language better. CS uses hand cues and natural mouth movements to 

specify phonemes [19]. The importance of CS in literacy and language development is intensely studied for 

children of age groups 6 to 14 years [20]. There are only a few resources available for Cued Speech Recognition 

(CSR) in any cued language. A remarkable work in French CSR was done using HMM-based vowel 

recognition [21], which gives an accuracy of 68%. HMM integration at the feature level provides a recognition 

rate of 85.1%, while Multistream HMM (MSHMM) based decision fusion provides a higher recognition rate 

(87.6%). They have extended their work to consonant, phoneme, and isolated word recognition tasks in 

addition to the vowel recognition system [22]. They have introduced three viseme classes for vowels. A total 

of eight handshapes are used in French CS along with five different hand positions. They used eight lip 

geometric features and four-hand position information for vowel recognition. The database consists of 262 

sentences. During database collection, the participant wore a helmet to keep his head in the proper position. 

The lips were painted blue so that the shape of the lips could be tracked accurately. The eight geometric lip 

features and their first, second-order derivatives are used as lip features; thus, the dimension of the feature 

vector is 24. 12-dimensional feature vector produced for hand position by combining four basic parameters 

and their first, second-order derivatives. The combination of hand position and lip shape features is used as a 

concatenated feature vector for vowel classification. The HMM-based classification with the rest of the cases 

of consonant classification gives an accuracy of 78.9% for 32 Gaussian per state. The HMM-based phoneme 

recognition gives 74.4% accuracy. In the case of isolated word recognition, the result analysis is made for both 

normal hearing and hearing loss above 90 dB (deaf) people. The accuracy was 94.9% for normal hearing and 

89% for hearing loss above 90 dB. Thomas Burger proposed an efficient method of CS recognition from video 

using a restricted number of keyframes to reduce computation time and cost [23]. It uses a 3D graphic system, 

including a text to animation conversion system. Another project is a system for interactive CS learning and 

practice for deaf children. Based on the text or speech inputted by the user, the system can synthesize face and 

hand animation for CS [24]. Resources are lacking in CS, which has limited the availability of research in this 

field. In 2017, a new method called Constrained Local Neural Field (CLNF) was proposed for CSR. 

Traditionally, lip coloring is used to extract correct lip features, but CLNF offers a novel feature extraction 

method for inner and outer lip features. The technique is the best suited for lipreading applications and attained 

more than 80% in CS recognition [25]. Deep learning was also utilized to analyze hand shape and lip features 

using CNN models for CS recognition from videos [26]. A Malay CSR system was introduced to help the deaf 

learn and practice the basics of cued speech consonants and vowels using hand gestures [27]. This paper is the 

most recent study in this field. It reviews the available systems for deaf people, including CS and SLR systems.  

The most commonly used communication method among the deaf community is sign language. Most 

of the works in ASLR are related to manual sign language recognition, which uses hand and finger movement 

for sign representation. Non-manual sign language includes hand gestures and facial features like eyes, 

eyebrows, and mouth information. With 3D depth sensors, gloves sensors, and RGB camera techniques, it was 

possible to track correct hand and finger movements in ASLR. To improve the performance of hand 

segmentation in ASLR, the methods such as Gabor features, dynamic angular features, etc., are used. Apart 

from that, deep learning models such as Long Short-Term Memory (LSTM) and Recurrent Neural Network 

(RNN) improved the dynamic hand gesture recognition performance. Also, MI techniques improved the 

performance of automatic SLR systems. Different modality combinations have already been tested in 

multimodal SLR, such as hand gestures and lips, hand gestures and body gestures, and hand gestures and facial 

expressions. A multimodal framework designed by [28] for SLR captured the features of finger and palm 

positions. This method reported overall accuracies of 97.85% for HMM and 94.55% for Bidirectional Long 

Short-Term Memory (BLSTM). For ASLR, two sensors such as Leap Motion and Intel RealSense were used 

to track the movements of hands. It is evaluated in the American sign language fingerspelling dataset, and the 

Intel RealSense showed better results and accuracy [29]. The work of Kulkarni et al. [30] aims to recognize 

hand gestures using the classical video analysis technique. This technique identifies the movement models 

based on skin and background pixels. Hand motion analysis with Gaussian Mixture Model (GMM) obtained a 

result of 93%. The key contributions of this paper are the automatic motion curve approximation, the automatic 

motion signature extraction (identification), and the automatic sign language space segmentation [31]. 

In some cases, hand gestures are not enough to understand sign language. For example, the hand 

gesture for "who" and "what" looks similar. In such a case, facial expression gives some additional information 

about the word. This multimodal combination leads to a more accurate system than a single modality. In [32], 

the authors introduced a decision fusion method for multimodal integration. Each modality is classified using 

separate classifiers, and the recognition rate is improved by applying the Independent Bayesian Classification 
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Combination (IBCC) algorithm. Here they used a Kinet camera to capture facial data and leap motion sensors 

to capture hand gestures. They have developed a database that contains 51 different dynamic signs 

corresponding to Indian Sign Language (ISL). Thirty-one signs represent double hand gestures, and the 

remaining 20 signs represent single hand gestures. The HMM-based feature fusion method in the case of single-

hand gestures gives 95.79% accuracy, whereas IBCC-based decision fusion gives 96.05% accuracy. In the case 

of the double-hand experiment, the result was 92.71% for the feature fusion method and 94.27% for the 

decision fusion method. In multimodal studies, hand position and facial features are the most commonly used 

modalities in SLR, and for CSR, both lip and facial features are employed. Based on image and video 

processing, Caplier et al. presented a summary of available SLR and CSR systems for the communication of 

hard-of-hearing [33]. This paper also outlined the sign language and cued speech video synthesis methods for 

communication from normal hearing people to hard-of-hearing people. Face and hand features fusion using 

HMM and SVM implemented for sign language recognition and the average accuracy was above 50% for all 

experiments. Several features have been evaluated for classification in this work, and the overall best 

performing set has been determined using the sequential feature selection technique [34]. The work on Arabic 

sign language recognition translates isolated Arabic word signs into text, and it is evaluated based on the 

Euclidian distance. The system attains a recognition rate of 97% in signer independent mode [35]. A four-

stream CNN model proposed by Ravi et al. for multimodal ASLR achieved the best result in RGB video data, 

and the results compared state-of-arts models for comparison [36]. 

Nowadays computer-based speech therapy systems or Virtual Speech Therapists (VST) getting 

popular because of their acceptability, effectiveness, and portability. VST can be developed for people with 

speech disorders due to hearing impairment, dysarthria, etc. But it is very difficult to develop such systems for 

people with speech impairment due to autism, down syndrome, etc. Even though we cannot replace speech-

language pathologists (SLP), the VST can assist such people in speech training to some extent. The work 

introduced by Jiang et al. includes a lipread training system for hearing-impaired to correct their pronunciation. 

The multimodal diviseme instance selection algorithm is used to find the optimal representative diviseme 

instance for the viseme pairs in the input speech [37]. A three-dimensional talking head articulation training 

system developed for hearing impaired children proved to be very effective, and it has been tested among 

Mandarin children [38]. As a method of delivering speech therapy, virtual taking heads are the most popular 

technology invented. This animated guide describes how to use articulators and how to correct pronunciations.  

Work in this area is very limited and a detailed review of the VST systems like speech training systems, talking 

heads, etc. is conducted for speech impairment people by Chen et al. [39]. They suggested the methods like 

Word Recognition Rate (WRR), Phoneme Recognition Rate (PRR), and Word Error Rate (WER) to measure 

the improvements in speech recognition. Also, the problem related to speech production can be measured using 

sound pressure level, Percentage of Consonants Correct (PCC), Correctness of Vowel Production, 

Phonological Assessment Battery (PhAB), etc.  

Mainly three types of multimodal studies such as CSR, ASLR, and VST are discussed in this section. 

Table.2 gives the details of multimodal studies for the hearing-impaired. The MI studies related to the hearing-

impaired are more focused on ASLR rather than speech recognition. Even though some Automatic Lip Reading 

(ALR) systems are reported by [42], the studies for hearing-impaired AVSR systems are rarely available. But, 

the acoustic analysis of the hearing impaired is also carried out by many researchers so in the next section we 

will be discussing the techniques related to that.  

 

Table 2. Multimodal Integration for Hard-of-Hearing 
Authors  Features  Modalities Integration 

[21,22,23,24] Lip and Hand features Visual HMM-based early integration 

[28,29,30,31] Hand motion features Visual  HMM-based feature fusion 

[32,33,34] Hand and facial features Visual  HMM, IBCC decision fusion 

[35,36] Hand, lip, and facial features visual HMM, Deep learning model 

[37,38,39] Audio and facial feature Audio+ visual HMM, Deep learning model 

[40] Audio and hand features Audio+ visual Deep learning integration 

[41,42] Hand features Visual  Deep learning integration 

 

 

4. ACOUSTIC ANALYSIS FOR HEAD-OF-HEARING SPEECH RECOGNITION 

4.1. Speech Training Systems for Head-of-Hearing 

In the previous section, we have discussed audio-visual-based multimodal systems for hearing-

impaired people. Other than that, some experiments in speech have been carried out for hard-of-hearing 

persons. Among these, the language training systems helped the hearing-impaired to increase their learning 

performance.  Computer Integrated Speech Training Aid (CISTA) is a commercially available system in Japan 

that provides speech training to deaf people. In the early days of developing speech training for deaf people, 
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this was one of the effective systems [43]. The Radar graphic Display System developed for speech learning 

is best suited for hearing-impaired primary school students to learn Chinese pronunciation [44]. The proposed 

system was based on speech parameters such as LPC, MFCC, etc., and Back Propagation Neural Network 

(BPNN). Also, the Self Organizing Map was utilized for the creation of a radar map. The system included both 

a microphone and a computer graphic display screen. Similar experiments are carried out in other languages, 

such as VOIS -a CNN based speech therapy app available in the Myanmar language [45].  

A visual teaching method for the pronunciation of English vowels was introduced by Han et al. [46]. 

In their work, first, phonetic features were extracted and using the SVM technique, the sound is recognized. 

After that, the lip refinement method is introduced, which demonstrates the lip movement corresponds to each 

vowel. An interactive training system developed for hearing-impaired to improve their language skill in the 

Mandarin language provides a virtual reality environment for learning. Also, the pronunciation accuracy is 

evaluated by the system, and it also gives feedback to the speakers. By using the technique of Automatic Speech 

Recognition (ASR), the automatic articulation error detection system was proposed in the Punjabi language 

[47]. MFCC features and SVM classifier are used to recognize the word spoken by the hearing-impaired. The 

overall accuracy of predicting the word was 92.67%. By using visual features from the face and applying HMM 

model, a speech recognition system was developed in the Chinese language for hearing-impaired [48]. In this 

work, six Chinese vowels were used as experimental data, and the system gained an accuracy of 91.47%. 

 

4.2. Speech Recognition system for Hard-of-Hearing 

The acoustic signal is the main source of information to recognize the speech of a person. The speech 

recognition systems identify the uttered words or phrases by analyzing the acoustic signal produced during 

speech. Although the speech of a hard-of-hearing person does not contain sufficient audio information, the 

acoustic analysis plays a pivotal role in hard-of-hearing speech recognition. Many speech recognition systems 

are available within the literature for them to understand or recognize the speech produced by normal hearing 

people. But the study of the techniques or applications to recognize the speech of hard-of-hearing is still far 

behind.  The main reason behind the lagging of study in this area is the large variation in energy, duration, 

pronunciation, and spectral components of hearing-impaired speech as compared to normal hearing people. 

Also, the unavailability of  hard-of-hearing speech database made this study more complicated. In this section, 

we will discuss the acoustic analysis techniques that are applied in the case of hard-of-hearing speech 

recognition.  

The study of acoustic characteristics analysis of hearing-impaired started a few years after the 

introduction of normal hearing speech recognition systems. The methods introduced for normal hearing speech 

recognition are also experimented with for hearing-impaired speech recognition. In the method proposed by 

Gudi et.al, with the aid of adaptive signal processing, the speech of disabled children is tuned into curve-fitted 

normal speech through a feedback mechanism [49]. Acoustical characteristics of speeches of deaf people are 

analyzed [50] to increase the speech recognition rate. Among Indian languages, Tamil language [1-49-50] 

contributed groundbreaking work for acoustic analysis of hard-of-hearing. In one of the main works, the speech 

samples were collected from ten deaf children of the age group 10-14 years, and the language material includes 

ten isolated digits, ten connected words, and 45 continuous speech sentences in Tamil [51]. The data was 

collected by a tactile method which is used by the speech therapist to train the hearing-impaired. The system 

was evaluated for normal hearing and hearing-impaired speakers. The articulation errors of hearing-impaired 

while uttering a sentence were analyzed using the tool SPHINX. Two methods were used for implementation, 

one is the most widely used technique Mel Frequency Cepstral Coefficient (MFCC) with Hidden Markov 

Model (HMM) classifier, and the other is Mel Frequency Perceptual Linear Predictive Cepstrum (MF-PLPC) 

features with K-means clustering. The expected and observed frequencies were analyzed using chi-square 

distribution. Another work carried out by [52] has introduced a Voice-Input Voice-Output Communication Aid 

(VIVOCA). This assistive system was developed for speech-impairment people to help them with 

communication. VIVOCA includes mainly three modules, and the first one is the speech recognition module, 

the second one is the message building module from the recognized speech, and the third module is the speech 

synthesis module.  

The decision level feature fusion method implemented for the Tamil database reported enhanced 

speech recognition results [1]. For the acoustic analysis, they applied the methods like the Gamma Tone filters 

(GTF) and Mel Frequency Perceptual Linear Predictive Cepstral (MF-PLPC). They used four different features 

such as Equivalent Rectangular Bandwidth (ERB) spaced GTF, BARK spaced GTF, MEL spaced GTF and 

MF-PLPC. Feature reduction was performed by using the Vector Quantization (VQ) technique, and the Fuzzy 

C Means (FCM) algorithm was used for classification. Also, the Multivariate Hidden Markov Model technique 

gives a good result in hearing-impaired speech recognition. This work has been extended by [52], in which 

they modified the feature extraction part. They introduced Modified Group Delay Features (MGDF), and 

Discrete Cosine Stockwell Transform Cepstrum (DCSTC) as modified features, and this system provides a 
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better recognition result. 

So far, we have discussed the research works corresponding to acoustic data analysis developed for 

hearing-impaired speech recognition. The problems faced in single modality speech recognition can be handled 

using the multimodal concept in speech recognition. The AVSR studies for normal hearing are a hot research 

area in multimodal speech recognition. Initiating the research on hearing-impaired AVSR, it is important to 

identify the methods and techniques available for normal hearing AVSR. So, in the next section, we will be 

discussing the techniques that are applied in normal-hearing AVSR studies, and this can be extended for 

Hearing impaired AVSR research. 

 

5. AUDIO-VISUAL SPEECH RECOGNITION 

Visual cues such as lips and facial information can be utilized to perceive speech in extremely noisy 

conditions. By combining both audio and visual cues, we can perceive speech in a better way, and this 

motivated the research in multimodal speech processing, especially in AVSR. So, improvements in speech 

recognition can be attained by combining both audio and visual information using sophisticated MI techniques. 

With multimodal speech processing, the most important aspect is to make use of the benefit of information 

from both modalities effectively while ignoring the drawbacks of each. A wide study has been carried out in 

AVSR, and several works have been introduced for audio-visual feature extraction, audio-visual classification, 

and integration techniques. In this session, we will discuss the techniques that are used in AVSR systems. 

The first and most important step in AVSR research is database creation. There are plenty of AVSR 

data corpora available at present, but several of them have limitations in terms of recording quality and the 

number of participants.   Initial research was conducted on letter and digit recognition. Eventually, researchers 

focused on predicting words, phrases, and sentences from isolated and continuous speeches. In the past, 

databases were recorded at low resolution, but today they provide high-resolution videos, making Visual 

Speech Recognition (VSR) significantly better.  The use of real-time acoustic noises for the development of 

AVSR systems has also been considered by some researchers [59, 71]. Most of the available databases are 

developed for isolated word or digit recognition rather than continuous speech recognition. The databases such 

as TULIPS, CUAVE, AVCAR, XM2VTS, and OULU VS are most commonly used for isolated word or digit 

recognition. For continuous speech recognition, the most commonly used databases include AV-TIMIT, LRS, 

and LRS-TED. The list of currently available AV databases can be found in Table.3 and the overview can be 

obtained from [74]. 

 

Table 3. Audio-visual Databases 

Database Year Type No. of speakers Description 

TULIPS [53] 1995 Isolated 12 First four numerals 

M2VTS [54] 1997 Continous 37 Isolated numerals  

AVLETTERS [55] 1998 Isolated 10 English alphabets 

XM2VTS [56] 1999 Continous 295 3 Sentences 

CUAVE [57] 2002 Isolated 30 Isolated or connected numerals 

BANCA [58] 2003 Isolated 52 Numbers, name, date of birth, 

address 

AVICAR [59] 2004 Isolated and 

Continuous 

84 Letters, phone numbers, TIMIT 

sentences 

GRID [60] 2005 Isolated 34 Commands  

CMU-AVPFV [61] 2007 Isolated 10 Words  

AVLETTER2[62] 2008 Isolated 5 Alphabets  

MV-LRS [63] 2009 Isolated 42 Sentences 

OULU [64] 2009 Isolated 20 Ten daily used phrases 

VIDTIMIT [65] 2010 Isolated 34 Sentences 

AusTalk [66] 2014 Isolated 50 Digits, sentences 

TCD-TIMIT [67] 2015 Isolated 20 TIMIT sentences 

MODALITY [68] 2015 Isolated 35 Commands 

LRS [69] 2017 Continuous  1000+ Videos from BBC television 

LRS-TED [70] 2018 Continuous 1000+ Lecture videos from TED 

GRID-Lombard [71] 2018 Isolated 54 Phrases 

RGB-D [72] 2019 Isolated 53 Twenty daily used phrases 

VG digits [73] 2020 Continuous  6 Digits  

 

In AVSR design there are mainly three modules like Audio Speech Recognition (ASR), Visual Speech 

Recognition (VSR), and Audio-Visual Fusion (AVF). In AVSR, feature extraction techniques play a crucial 

role in enhancing the performance of the system.   Most of cases, MFCC is the most commonly used feature 

extraction procedure for ASR.  Visual feature extraction can be mainly classified as modal-based and image-

based feature extraction. In model-based feature extraction, the Active Appearance Model (AAM) gained more 

attention [76,80] and in image-based feature extraction, pixel-based features are extracted by Discrete Cosine 
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Transform (DCT), Discrete Wavelet Transform, Principal Component Analysis (PCA), etc [75,78,79].  In, 

audio-visual fusion preferred models are the Hidden Markov Model (HMM) and the Multi-Stream Hidden 

Markov Model (MSHMM) [75,76,77,78,79]. The introduction of deep learning models enhanced the 

performance of ASR, VSR, and AVSR systems.  CNN is now taking the place of traditional MFCC, DCT, and 

AAM in aspects of audio and visual feature extractions.  Also, HMM and MSHMM are currently being 

substituted by Long Short-Time Memory networks (LSTM) or Bidirectional Long-Short-Term Memory 

networks (Bi-LSTM) in aspects of time sequence modeling [83,84,85]. As the audio information is not 

completely available for the hearing- impaired, the use of a relevant acoustic feature extraction method is very 

significant for AVSR. For the implementation of the visual module, a lot of visual feature extraction methods 

are proposed, and the methods like DCT, AAM, and DWT features give good recognition results. By reviewing 

the integration techniques, the MSHMM method is the most common late fusion method, and it provides a 

better fusion of audio-visual modality in AVSR. A graph depicting the result analysis of HMM and MSHMM 

models proposed by different authors is shown in figure 1. A comparison of the different technologies used for 

AVSR systems proposed by different authors is shown in Table.4. The result comparison was made based on 

Word Recognition Rate (WRR) in percentage. This section provides a brief overview of existing AVSR 

techniques and databases for normal hearing. The following section explores the challenges associated with 

AVSR systems for both normal hearing and hard-of-hearing. 

 

Table 4. Audio-visual speech recognition techniques 

Authors Feature Extraction 
Integration  WRR in 

Percentage 

[69] MFCC+DCT HMM 72.4 

[68] MFCC+AAM HMM 90.01 

[75] AUTOENCODER+CNN MSHMM 

HMM 

75 

85.04 

[76] Gabor features MSHMM 98.89 

[77] MFCC+DWT HMM 82 

[78] MFCC+AAM HMM 80.8 

[79] GFCC+OFA HMM 

MSHMM 

93.76 

96.86 

[80] MFCC+DBNF DNN 96.7 

[81] MFCC+ AAM+ 

Geometric features 

HMM 80 

[82] MFCC+3D lip features MSHMM 88.03 

[83] CNN LSTM 95.5 

[84] MFCC, ASM RNN 93.41 

[85] Encoders RNN 96.7 

 

 

 
Figure 1. AVSR systems accuracy in terms of WRR 
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6. CHALLENGES IN AUDIO-VISUAL SPEECH RECOGNITION SYSTEMS 

ASLR act as one of the most important multimodal system available within the literature. A lot of 

work was carried out for American sign languages, but in the case of ISL, it is in an infancy state. Dictionaries 

are created for ISL, which includes alphabets, grammar, family, fruits, etc., but all are developed based on 

American English. There are no standardized dictionaries not yet developed in the Indian language alphabet or 

grammar category.  Alphabet signs are available for the Devanagari languages like Marathi, and Urdu, and also 

for the Dravidian language Tamil. 

Malayalam, a classical language in India, is a Dravidian language spoken in the state of Kerala. 

According to Statistical profile 2016, the proposition of disabled persons to the total population of India is 

between 2.26 and 2.50 percent. 6.1% of children in Kerala were detected to have a hearing impairment, in 0.8% 

of children were detected to have severe hearing loss. So, standard sign language dictionary studies are more 

important for the Malayalam language. Also, normal hearing people communicate using their native language, 

and the accent varies from region to region in Kerala. By considering these, speech recognition becomes 

difficult for both hearing-impaired and normal hearing. In this case, it is a very difficult problem to be solved 

considering the state of Kerala.   

As mentioned above, in the case of Indian languages like Malayalam, the main problem for SLR is 

there is no standardized format for sign language. Also, the system becomes more complex in the case of 

dynamic hand gesture recognition using both hands. In the case of CSR, the cued language is available for only 

a few languages. The CS is introduced for Indian languages like Hindi, Marathi, and Punjabi but no powerful 

repositories are available for these languages. The complexity associated with the VST is very high because 

the building blocks deal with ASR, speech synthesizer, etc. In such cases arises the importance of AVSR for 

the hard-of-hearing communication system. New research trends and improvements in hard-of-hearing speech 

recognition can be gained by introducing the AVSR technologies in such a situation. Also, in AVSR, the lip 

area is selected as a Region of Interest (ROI) for visual feature extraction. But in the case of a hard-of-hearing 

AVSR study, we have to focus on facial feature extraction techniques because they are more expressive while 

speaking. Considering all these factors, the main challenges faced by AVSR systems are discussed below. 

• The major obstacle in AVSR research is the scarcity of suitable databases. For normal hearing, only 

a few databases are publicly available. As compared with the speech database, the AVSR database 

contains a smaller number of speakers and limited vocabulary. Most of the works concentrated on 

isolated word recognition rather than continuous speech recognition in AVSR. Also, no database is 

publicly available for Malayalam AVSR. For database creation, there is no described standard to 

follow. In earlier work single camera was used for recording, but nowadays, multiple cameras are 

experimented with AVSR to improve multi-pose lipreading and artificial noise is included in the 

database. So, Camera position, video quality, and noise level are considered before the database 

creation. Moreover, ethical issues should be considered while designing a database. 

• In the case of hard-of-hearing AVSR studies, the main barrier is also the unavailability of a relevant 

hearing-impaired audio-visual database. Moreover, hard-of-hearing speeches are highly distorted, and 

there is an enormous variation in their speech regarding pronunciation style, energy duration, spectral 

components, etc. Children with mild hearing loss cannot understand either high-frequency or low-

frequency components of speech. This makes them trouble in constructing vocabularies with proper 

grammatical structure. In conducting studies in AVSR, it is important to identify the hearing level of 

a person because the system characteristics are entirely different for mild to profound hearing loss. 

For that, we need the help of an audiologist to perform hearing tests like Auto Acoustic Emission 

(AAE). In addition to that, for hard-of-hearing database development, we need the help of an 

intermediator, or we have to use tactile methods like a speech therapist while recording. 

• The next challenge corresponds to feature extraction. Even though MFCC is the most accepted 

technique in acoustic feature extraction, the feature extraction techniques can vary from normal 

hearing to hearing loss person. Hard-of-hearing people are more expressive in their way of 

communication so it is very difficult to capture the lip movements compared to normal-hearing 

people.  An alternative to this, the feature extraction from facial parts like mouth, lips, eyes, and nose 

leads to getting more relevant information for hearing-impaired AVSR study. 

• Finding the best technique for audio-visual integration that effectively utilizes the information from 

both modalities is also a key problem in AVSR. 

 

7. CONCLUSION 

In this paper, we reviewed the methods for hard-of-hearing person's acoustic analysis, multimodal 

interfaces, and multimodal integration systems, as well as techniques used in normal hearing AVSR studies. 

In the available acoustic analysis studies, the system evaluation is carried out for small vocabulary and, it gives 

an average recognition rate of 80%. Also, the experiments with MSHMM in the AVSR system provide a 
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minimum recognition rate of 75%. The paper studied the multimodal integration techniques, and the 

multimodal systems developed to support the hard-of-hearing in applications like ASLR, CSR, VST, etc. These 

multimodal experiments achieved an average improvement of 8% over the single-modal recognition system. 

Also, we have addressed the significant challenges faced by AVSR system studies. In these state-of-art 

techniques, AVSR systems can make a breakthrough in hard-of-hearing multimodal studies.  

Future multimodal studies should focus on the development of an audio-visual speech database for 

the head-of-hearing. We also need to consider the development of techniques which is more relevant to the 

audio-visual feature extraction. The 3d feature extraction mechanism, which extracts features directly from the 

video, can improve the AVSR speech recognition results. The DNN has primarily driven advances in the video 

and audio domain, but the required amount of data for training such a system is much higher than the traditional 

algorithms. So, the large vocabulary database development is an important criterion that should be considered 

for future improvements in AVSR. Giving preference to facial feature extraction techniques can have the 

advantage of getting semantic information, which can be more useful in the case of hard-of-hearing speech 

recognition. Also, the inclusion of the prosodic acoustic features will provide additional content to semantic 

information. Furthermore, to model real-world problems, we must consider the actual and complex situations 

during database creation. In the end, the AVSR system helps to bridge the communication gap between hard-

of-hearing and normal hearing people by providing native-language communication.  
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