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 The cognitive effort required for humans to perceive similarities and 
relationships between words is considerable. Measuring similarity and 

relatedness between text components such as words, texts, or documents is 

challenging, and it continues to be an active area of research across various 

domains. The complexity of language and the diverse factors that influence 
similarity and relatedness make this task an ongoing research focus. 

Researchers are exploring diverse approaches, to improve the accuracy and 

effectiveness of measuring similarity and relatedness in text. The utilization 

of knowledge sources, such as WordNet, has been a popular approach for 
modeling semantic relationships between words. However, Recently, 

distributional semantic models, such as Word2Vec, have demonstrated their 

ability to effectively capture semantic information and outperform lexicon-

based methods in terms of unidirectional contextual similarity outcomes. In 
contrast to lexicon-based approaches, which rely on structure, distributional 

models leverage context to capture semantics. This study proposes a novel 

approach that linearly combines the lexical databases WordNet and 

Word2Vec to measure semantic similarity, focusing on improving upon 
previous techniques. The proposed approach is thoroughly detailed and 

evaluated using popular datasets to determine its effectiveness. The 

experimental results indicate that the proposed approach achieves highly 

satisfactory results and surpasses the performance of individual methods. 
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1. INTRODUCTION  

Finding semantic similarities between different text components, including words, texts, or 

documents, is arduous. Although it has become an essential part of a wide variety of applications, it is a hard 

problem to solve, old but unfortunately still very topical and it “is one of the open research problems” [1]. 

The objective is to measure the relationship between texts, sentences, and words to depict their degree of 

similarity or resemblance. Semantic Textual Similarity deals with determining how close two text 

components are. Semantic similarity algorithms conventionally provide a degree or rate of the text 

components' resemblance. Frequently, semantic similarity and semantic relatedness can be used 

interchangeably. Additionally, when evaluating semantic relatedness, the common semantic attributes of two 

words are also considered [2]. There is an overwhelming need for similarity assessment in various computer 

applications. Human evaluation of word likeness uses multiple cognitive abilities. The accomplishment of 

such actions by the machine is a tedious task. “The field of artificial intelligence, information retrieval, and 

natural language processing has seen a lot of research activity in the proposal of methods to estimate the 
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degree of similarity and relatedness between words and concepts” [3].  References [4, 5, 6] are examples of 

works; an excellent survey is presented in [1]. The similarity calculation is the proposal of automatic methods 

converge to human appreciation. 

Let us consider these two words:  Word1= ‘Liquid’ and Word2= ‘Water’. Human’s estimate of the 

similarity between these words is 0.70625, according to the WS353-all [7] dataset.   

We seek to propose a measure that converges to human evaluation. WordNet has been widely used 

as a knowledge ontology, by most semantic similarity algorithms [8, 9, 10, 11], due to its clear structure. 

Each word ‘liquid’ and ‘water’ has several synsets in WordNet. The maximum Wu & Palmer [8] similarity 

measure is 0.9333; that value is far from human estimation. Studies like Elekes et al. [12] have shown that 

modern distributional semantic models, namely the famous Word2Vec proposal from [13], can apprehend the 

sense and have shown promising results; however, they may not always outperform knowledge approaches in 

measuring semantic similarity. The measure of similarity between the words 'liquid' and 'water' by 

calculating the cosine of the vectors representing the two words in Google's news Word2Vec pretrained 

mode [14] is 0.3653; which is even less close to human estimation, according to [15]. Considering 

performance on standard similarity datasets, several techniques based on WordNet have been found to 

outperform the Word2Vec method. The major challenge for research on semantic similarity is to propose 

techniques to improve computational accuracy [16, 17, 18, 19, 20, 21]; a promising way is to exploit the 

advantages of WordNet and Word2Vec. However, several techniques have combined the best of each method 

to improve semantic similarity measurement. Our main motivation in this research is to combine semantic 

similarity estimation methods between words. To steer this research, the following two questions will be 

considered: 

⚫ Q1: What is the current standing of WordNet and Word2Vec methods in word similarity evaluation? 

⚫ Q2: Is it possible to surpass the individual achievement of Word2Vec and WordNet methods via a linear 

combination of these techniques? 

 

This study presents a novel technique for calculating semantic similarity that combines word 

embeddings and a lexical database through a linear combination, which utilizes a dynamic weighting 

coefficient that considers the combined measurements. To assess the effectiveness of our technique, we use 

Spearman's and Pearson's correlation coefficients to compare our assigned semantic similarity scores against 

those of human judgments. The rest of the paper is organized thereby: the following section bestows a quick 

summary of the techniques employed in the present work; Section III Summarily presents related works; in 

Section IV, we introduce our approach; the experimental details and datasets used are described in Section V. 

Finally, we conclude the paper with findings and suggestions of certain indications for future works. 

 

2. Background  

In this section, we present a basic review of the WordNet and Word2Vec techniques used in this 

research. 

 

2.1.  WordNet and Lexical Semantic Similarity Measures 

WordNet, created by Princeton University, is a significant lexical resource for various uses [22, 23]. 

It is a lexical database that consists of hundreds of thousands of English concepts; it “can be represented as a 

graph where the nodes correspond to the meanings of words or concepts, where the edges signify the 

connections between them” [24]. The fundamental component of WordNet is the synset or set of synonyms, 

which is a collection of interchangeable words that denote a particular meaning. The path distance is the basis 

of the similarity computation [25, 19], commonly using topological similarity existing within the ontology, 

which in this case, is WordNet. The method used in our work is Wu and Palmer[8], which exploits WordNet. 

This method provides the similarity value between 0 and 1. 

Let’s consider the two words, W1 and W2, their Least Common Subsumer (LCS) is denoted by Wlcs. 

The Wu and Palmer similarity measure (Sim_WP) is then computed using Formula 1. 

 

Sim_WP(W1, W2) =
2∗depth(Wlcs)

depth(W1)+depth(W2)
      (1) 

 

where, depth (W1) is the number of arcs between the concept of term W1 and the ontology (that is, 

WordNet) root. 

 

2.2.  Word2Vec and the Contextual Similarity Measures 

Word Embedding aims to enable machines to better understand words by providing vector 

representations of words that capture the relationships between them. These vectors are obtained using 
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various methods, including neural networks such as Word2Vec [13, 26]. Word2Vec is a popular neural 

network model that generates a distributed vector representation of words based on a given corpus. It has two 

variations: (1) Continuous Bag-of-Words and (2) SkipGram, consisting of a single hidden layer, making them 

computationally efficient during training. Continuous Bag-of-Words predicts the central word based on a 

nearby window of words, while SkipGram predicts the context based on the central word. According to [1], 

Word2Vec models effectively represent words as vectors while maintaining contextual similarity and 

providing accurate semantic similarity predictions. Word2Vec [14] is one of the most widely used pre-trained 

word embeddings, containing vector representations of around 3 million words and phrases, developed from 

the Google News dataset. 

 

3. Related Works 

We distinguish among four main methods to calculate semantic similarity, namely, corpus-based, 

knowledge-based, deep neural network-based, and hybrid approaches; these are briefly introduced below. 

Corpus-based approaches: Methods that rely on investigation into huge corpus to calculate the 

semantic similarity of term pairs. The basic idea is that words that appear in interchangeable contexts 

probably tend to have the same meanings. The principal techniques are Point Mutual Information [27], Latent 

Semantic Analysis [28], Word-alignment models [29], Explicit Semantic Analysis [30], Normalized Google 

Distance [31], Kernel-based models [32], and Word-attention models.  

Knowledge-based approaches: To compute the semantic similarity between words, knowledge 

sources are used, including general-purpose ontologies such as WordNet [22], SENSUS [33], Cyc [34], 

BabelNet [35], and domain-based ontologies such as UMLS [36] and MeSH [37]. Ontology-based 

approaches are broadly classified into edge-based [8, 9], information content-based [10], and feature-based 

approaches [11].  

Deep neural network-based approaches [38, 39] have been motivated by the latest progress in neural 

networks; they have good outcomes. Non-exhaustively, the most used techniques are Long Short Term 

Memory [40], Bidirectional Long Short Term Memory [41], Convolutional Neural Networks [42], and BERT 

[43].  

Hybrid approaches [44] are based on a combination of the methods mentioned above. Each 

technique has unique advantages and disadvantages that will make it preferable for some cases but not others. 

The emergence of hybrid techniques provides the possibility of combining them to obtain the best of each of 

them to measure semantic similarity. Our proposed technique is classified in this category, that is, in the class 

of methods that combine WordNet and Word2Vec.  

The literature contains several studies utilizing WordNet and word embedding models to measure 

semantic similarity. In one such study, Lee et al. [17] calculate the semantic relatedness score of two words 

by combining the cosine similarity between their embedding vectors and the path distance between their 

corresponding SynSets in WordNet. The authors determine the weighting coefficient through a heuristic 

search with a step size of 0.05 over the parameter range of 0 to 1. Although this method is like our approach, 

we differ in two key factors, namely, we utilize Wu and Palmer's measure for the WordNet component, and 

our weighting coefficient is dynamically calculated for each case. In another research, Qu et al. [15], first 

generated continuous representations for each word sense, they then computed the similarity between two 

given words by comparing the sense embedding vectors, which were obtained using BabelNet [35] as the 

knowledge base and the September 2014 English Wikipedia dump corpus. For Word Sense disambiguation, 

they used Babelfy4. Finally, they utilized Word2Vec to create continuous representations for word senses. In 

the study by Rothe and Schütze [18], they introduced AutoExtend, a method that merges word embeddings 

with semantic resources. AutoExtend accomplishes this by learning embeddings for synsets, entities, and 

words that integrate semantic information from various sources such as WordNet, GermaNet, and Freebase. 

Unlike other methods, AutoExtend employs tensors without any other knowledge resource. Sugathadasa et 

al. [19] employed a domain-specific semantic similarity measure that combines Word2Vec, a word 

embedding technique for computing semantic similarity, with lexicon-based (lexical) semantic similarity 

methods. They argue that using a combination of word vector embedding and lexical semantic similarity 

measures provides a more precise assessment of the degree to which two words are semantically similar 

within the particular domain being studied. Lee et al. [45] present three distinct techniques to assess the 

semantic relationship of a pair of words. Firstly, they enhance the performance of the GloVe word-

embedding model by either transforming or removing abnormal dimensions. Secondly, they combine the 

information extracted from WordNet and word embeddings using a linear approach. In the final analysis, 

they use word embeddings in conjunction with WordNet-extracted linguistic features to do a Vectorial 

Regression. Li et al. [20] proposed a semantic similarity method that combines the "is-a" semantics of 

WordNet with the link semantics of Wikipedia using new aggregation schemas. In contrast, Orkphol and 

Yang [46] used Word2Vec to generate context sentence vectors and sense definition vectors for each word 
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sense. They then assigned a score to each sense using cosine similarity and expanded the sense definition by 

retrieving sense relations from WordNet. If the score did not exceed a certain threshold, they combined it 

with the probability distribution of that sense, which was learned from a large sense-tagged corpus. Hussain, 

Bai, and Jiang [21], introduce a novel method for measuring semantic similarity. The approach is based on 

multiple inheritances, and it defines the category semantic space, from the Wikipedia graph, by using its 

neighborhood. Next, the semantic value of a category is calculated by combining the inherent semantic 

contributions based on the information content of its multiple semantically relevant ancestors.  

The common principle among all these approaches is to enhance the results of existing methods by 

combining different techniques to take advantage of their unique abilities to measure semantic similarity. 

However, there are differences in their test conditions and approaches to integration. It is important to note 

that in all the works the results are inconclusive and the problem of semantic similarity measurement remains 

open and relevant. Future contributions in this field are highly sought after. 

 

4. Methods 

Our study aims to propose a new approach to determine semantic similarity using Word2Vec and 

WordNet through a linear aggregation. To explain this approach, we first provide a simple example. 

Additionally, we elaborate further on our proposal in detail. Our preliminary results indicate that our method 

outperforms using only one of the contextual and structural similarity approaches. 

 

4.1.  Example 

As mentioned in the introduction, according to the WS353-all [7] dataset, Human's estimate of the 

similarity between these two words  Word1= ‘Liquid’ and Word2= ‘Water’ is 0.70625.  

The two words, ‘liquid’ and ‘water’, each has several synsets in WordNet. The maximum Wu & 

Palmer [8] similarity measure is 0.9333. The measure of similarity by calculating the cosine of the vectors 

representing the two words in Google’s news Word2Vec pre-trained model is 0.3653.  

The results obtained from both measures are not accurate enough when compared to human 

evaluation. Intuitively, by combining the first (structural) and the second (contextual) measurements with an 

appropriate weighting coefficient, it is possible to obtain a similarity value closer to the human estimate! 

In the next section, we will explain our suggested solution the Aggregated Semantic Similarity 

Measure (ASSM), surpassing the individual achievement of Word2Vec and WordNet techniques and 

computing closer to the human estimate. 

 

4.2.  Our Proposed Approach 

To capture the strength of the contextual link between two words, say W1 and W2, each is 

represented by a dense vector in the Word2Vec model, firstly, we calculate the similarity between them. 

Incidentally, it is possible to train Word2Vec on any corpus of text, however, this is not done here. Rather 

than developing our word embeddings, we utilize the widely popular Google's Word2Vec Pretrained Word 

Embedding [14], which was trained on the vast Google News dataset, consisting of approximately 100 billion 

words. The Word2Vec model has numerous applications, such as recommendation engines, knowledge 

discovery, and text classification tasks. Then, we exploit WordNet to compute the structural link between two 

words with Wu & Palmer similarity (Equation 1).  

Finally, we compute a linear combination of the two measurements. Several experiments have led us 

to choose the arithmetic mean between the two measurements (i.e., Word2Vec measurement and Wu & 

Palmer on WordNet) as a weighting coefficient (𝛂) in (4) for the two measurements. Formally, the proposed 

Aggregated Semantic Similarity Measure (ASSM) of two words using semantic similarity measures that 

combine Word2Vec and WordNet is defined as follows: 
                  

𝐀𝐒𝐒𝐌(𝐖𝟏, 𝐖𝟐) = Max (
Sim_W2V(W1, W2)

β
)                                                            (2) 

Where: 

    

𝛃 = α Sim_WP(W1, W2) + (1 − α) Sim_W2V(W1, W2)                                                  (3) 
                                                                                    

𝐒𝐢𝐦_𝐖𝐏(𝐖𝟏, 𝐖𝟐)  is the WordNet Wu & Palmer similarity between two terms W1 and W2, in (1).  

𝐒𝐢𝐦_𝐖𝟐𝐕(𝐖𝟏, 𝐖𝟐) = Cos(EVW1, EVW2) is the cosine similarity between words and represented by 

embedding vectors EVW1and EVW2, using Google’s Word2Vec. Instead of utilizing a constant parameter as 

the weight coefficient, we opt for a flexible parameter as follows. This flexible parameter, known as a 

dynamic weighting factor, is computed in the following manner: 
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       𝛂 = (Sim_WP(W1, W2) + Sim_W2V(W1, W2))/2                                                        (4) 

                                                                          
The algorithm Algo 1 shown below represents the pseudo-code of our semantic similarity calculation 

method. 

Application to our example mentioned in Sections 1 and 4.1 is as follows:  

W1 = ′liquid′ and W2 = ′water′   
Sim_W2V = (W1, W2) = 0,3653 

Sim_WP(W1, W2) = 0,9333 

α = (0,9333 + 0,3653)/2 = 0,6493 

β = 0,6493 ∗ 0,9333 + 0,3507 ∗ 0,3653  =   0,7341    

ASSM(W1, W2) = Max (
0,3653

0,7341
) = 0,7341 

    is our Aggregated Semantic Similarity Measure (ASSM). 

According to the WS353-all [7] dataset, Human evaluation between the two words is 0.70625. Therefore, the 

result of ASSM exhibiting a higher correlation with human judgments is typically regarded as more accurate 

and reliable.  

Algo 1 pseudo-code below spells out the detail and explanation of our similarity measurement algorithm. Our 

experiments with several test datasets to evaluate the effectiveness of the ASSM method are covered in the 

next section. 

 

Algo. 1. The pseudo-code of our similarity measurement algorithm 

//Pseudo-code of the proposed semantic similarity calculation method  

Algorithm ASSM 

//Two words that need to be compared for semantic similarity 

 Input: W1 word, W2  word  

// Two pre-trained models used to calculate the semantic similarity 

 Parameters: WordNet, Word2Vec_Google : Models 

             α: Real 
 //The final semantic similarity score that will be returned by the algorithm 

 Output: ASSM  Aggregated Semantic Similarity Measure ∈ [0,1]  
//Check if both words are present in the Word2Vec model 

 If  W1 in Word2Vec_Google and W2 in Word2Vec_Google: 
     𝐄𝐕𝐖𝟏

= 𝐖𝐨𝐫𝐝𝟐𝐕𝐞𝐜_𝐆𝐨𝐨𝐠𝐥𝐞. 𝐕𝐞𝐜(𝐖𝟏) 

     𝐄𝐕𝐖𝟐
= 𝐖𝐨𝐫𝐝𝟐𝐕𝐞𝐜_𝐆𝐨𝐨𝐠𝐥𝐞. 𝐕𝐞𝐜(𝐖𝟐) 

// Calculate semantic similarity using the Cosine_Similarity function 
     𝐒𝐢𝐦𝟐𝐕(𝐖𝟏, 𝐖𝟐) = 𝐂𝐨𝐬(𝐄𝐕𝐖𝟏, 𝐄𝐕𝐖𝟐)   
// Check if both words are present in the WordNet model 

If W1 in WordNet and W2 in WordNet : 

//Calculate semantic similarity using the Wu & Palmer Similarity function 

For each Synseti in  Synsets(W1) 

          For each Synsetj in Synsets(W2): 

// Calculate semantic similarity using the Wu & Palmer Similarity function between //every synsets couple 
           𝐒𝐢𝐦_𝐕𝐞𝐜𝐭_𝐖𝐏[𝐤] = 𝐒𝐢𝐦_𝐖𝐏(𝐒𝐲𝐧𝐬𝐞𝐭𝐢 , 𝐒𝐲𝐧𝐬𝐞𝐭𝐣) 

//Calculate maximum semantic similarity using Wu & Palmer Similarity 
       𝐒𝐢𝐦_𝐖𝐏 = 𝐌𝐚𝐱(𝐒𝐢𝐦_𝐕𝐞𝐜𝐭_𝐖𝐏) 

//If one of the two words is not present in the WordNet model, Set the Wu & Palmer //Similarity score to 0 

Else   Sim_WP = 0 

//If one of the two words is not present in the Word2Vec model, Set the Word2Vec //Similarity score to 0 

Else Sim_W2V = 0 

//Calculate the average of the two similarity scores  

𝛂 = (Sim_W2V+Sim_WP) / 2 

//Calculate the final Aggregated Semantic Similarity Measure by taking the maximum  

//similarity score between Cosine_Similarity and a weighted sum of Cosine_Similarity and  

//Word2Vec Similarity 

ASSM = max(Sim_W2V , (Sim_W2V*(1-𝛂)) + (Sim_WP*𝛂)) 

//Return the final Aggregated Semantic Similarity Measure 

Return(ASSM) 

End 
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5. Experiments 

Next, we present the achievement of our ASSM algorithm and compare it against those of several 

other established approaches as reported in the literature. 

5.1.  Description 

We aim to compare the effectiveness of word similarity measurements using established evaluation 

benchmarks and datasets. The evaluation process entails computing similarity values for each word pair in 

each set and comparing them with human evaluations. In our experiments, we leveraged three powerful 

Python libraries: Gensim(Generate Similar)[50] for its efficient and fast vector embedding creation, 

NLTK(Natural Language Toolkit Library)[51] for natural language processing tasks, and SciPy(Scientific 

Python)[52] a free and open-source library for scientific computing. The findings of the experiments are 

detailed below. 

 

5.2.  Datasets 

To evaluate the efficaciousness of our method, we conducted tests on widely utilized datasets 

commonly used as reference points in similar contexts. These evaluation benchmarks are listed in Table 1 for 

ready reference. 

 

Table 1. Popular benchmark datasets for semantic similarity [1] 
 Name Number of pairs Scale  Year Paper 

R&G 65 0:4 1965 [54] 

     

WS353-all 353 0:10 2002 [7] 

WS353-Sim 203 0:10 2009 [49]  

MC-30 30 0:4 1991 [53] 

AG-203 203 0-10 2009 [49]  

 

A brief introduction to those datasets is given below: 

• The R&G-65 [54] is a test collection proposed in 1965; it contains 65 wordpairs. Each pair's 

similarity is rated on a scale ranging from 0 to 4 (a greater numerical value corresponds to a higher 

degree of similarity) [48]. The dataset's similarity values represent the average ratings provided by 

51 human participants. 

• WS353-all [7] is a dataset for the similarity or relatedness of words. The similarity of each pair is 

scored on a scale of 0 to 10 (the higher the "similarity in meaning", the higher the number) [16]. 

• The original WS-353 dataset [49] conflates similarity and relatedness; it is divided into two subsets, 

each containing pairs for just one type of association measure: similarity (the WS-Sim dataset) and 

relatedness (the WS-Rel dataset). 

• MC-30 [53] is a dataset for the similarity or relatedness of words. Each pair's similarity is rated on a 

scale ranging from 0 to 4. 

• AG-203 [49] is a collection of similarity or relatedness of words, developed and maintained by 

Eneko Agirre. The similarity of each pair is scored on a scale of 0 to 10 (the higher the "similarity in 

meaning", the higher the number).  

 

5.3.  Evaluation Metric 

 To measure the accuracy of semantic similarity measurements, we calculated the Spearman's (ρ) 

and Pearson (r) correlation coefficients between the similarity values (X) computed by algorithms on the 

benchmark datasets and the corresponding human judgment scores (Y). This evaluation process is outlined as 

follows: 

ρ = 1 −
6 ∑ di

2

n(n2 − 1)
                                                                                                (5) 

                                                                                                                                         
di = rank(Xi) − rank(Yi)                                                                                            (6) 

                                                                                                                             

Where: 

n : the number of word pairs of the benchmark. 
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Xi : is the value of human evaluation for the ith word pair in the benchmark dataset.  

Yi : is the value of the semantic measure for the ith word pair in the benchmark dataset returned by our 

method. 

di: is the difference between the two ranks of Xi and Yi. 

rank(Xi):  returns the rank of  Xi in a list X. 

And, 

 

r =
n ∑ XiYi − ∑ Xi ∑ Yi

√n ∑ Xi
2 − (∑ Xi)2 √n ∑ Yi

2 − (∑ Yi)2
                                                                 (7) 

                                                                                                                      

 

n : is the number of word pairs in the benchmark dataset. 

Xi: is the human judgment scores of the ith word pair in the benchmark dataset. 

Yi: is the value of the semantic measure for the ith word pair in the benchmark dataset returned by our 

method. 

 

5.4.  Results and Discussion 

Several tests were performed. Our results are split into two tables to standardize and bring the 

comparisons into conformity with other published works according to their experiments and the data sets 

used. We have normalized the values of human judgments for each dataset employed in these tests. shown 
 

Table 2. Spearman’s (ρ) and Pearson (r) correlation of similarity measures on datasets (RG-65), (WS353-all) 

and (WS353-sim). 
 

Method 

RG-65 WS353-all WS353-sim 

ρ/r ρ/r ρ/r 

Word2Vec 0.760/0.772 0.693/0.686 0.778/0.770 

Our approach 0.865/0.895 0.695/0.708 0.793/0.814 

[17] 0.873/0.830 0.707/0.656 0.812/0.793 

[16] 0.871/None 0.714/None 0.756/None 

 

Table 3. Pearson (r) correlation of similarity measures on datasets RG-65), (MC-30), and (AG-203). 

Method RG-65 MC-30 AG-203 

WordNet [11] 0,87 0,85 0,63 

Wordnet [47]  0,86 0,84 0,63 

Word2Vec  0.772 0.786 0.770 

Our approach 0.895 0,926 0.814 

[21] 0.688 0.778 - 

[20] 0,82 0,88 0,720 

 

Table 2 illustrates the results of the first part of the experiments in comparison with [16] and [17] 

approaches. We evaluated the results using Spearman’s (ρ) and Pearson (r) correlation coefficients. It can be 

observed that our method improves the Word2Vec results and outperforms both [16] and [17] approaches.  

Table 3 illustrates the results of the second part of the experiments compared with [20] and [21] 

approaches. We evaluated the results using only the Pearson (r) correlation coefficient. Pearson's coefficient 

of our approach (indicated by the bold typeface) clearly shows superior performance.  

A linear combination of WordNet and Word2Vec methods with a good intuition of choice of the 

weighting coefficient allowed us to obtain very satisfactory results and consequent improvement over each 

method alone.  

The performance is due to the measure that exploits both the power of Word2Vec to capture the 

contextual aspect and versatility of WordNet for structural quality.  

 

6. Conclusion 

The approach we proposed is an innovative technique for calculating the semantic similarity of word 

pairs: linearly combining the outcomes of Word2Vec and WordNet models we can effectively capture the 

nuances and complexities of word meanings, resulting in more precise similarity measurement prediction. 

We believe this method has the potential to be used in a wide variety of applications. We evaluated our 

approach on the popular datasets RG-65, WS353-all, WS353-sim, MC-30, and AG-203. The experimental 

results show that aggregating the contextual dimension using the WordNet model and the structural 
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dimension using the Word2Vec model is beneficial in measuring semantic similarity. For our research 

questions, thus we have covered the research question Q1 in sections 2 and 3. 

We can now answer our research question Q2:  Is it possible to surpass the individual achievement 

of Word2Vec and WordNet methods via a linear combination of the outcomes of these techniques? 

Apparently, a linear combination of the outcomes of the two models significantly boosts the resultant 

performance. The absence of some words in WordNet and the Word2Vec models posed a problem and can 

be considered a natural limitation of our approach. 

Our work will likely see further advancements soon, as we explore using other embedded vector 

models such as GloVe, and investigate the potential benefits of incorporating additional lexical databases and 

ontologies. A key strength of our approach is its flexibility, as it can easily adapt to different word 

embeddings, whether unidirectional like GloVe, or bidirectional like BERT. Additionally, it may be possible 

to develop similar hybridization approaches that combine corpus knowledge and deep neural network-based 

methods, potentially leading to even more impressive results than those achieved by our current approach. 

Our research demonstrated the potential for continued innovation and highlighted the importance of 

exploring new techniques and models to improve our understanding and analysis of human language. 

Leveraging our novel measurement technique, we are embarking on developing an API and 

applications that address critical challenges in data management: Semantic Service Discovery, Semantic Data 

Integration, and Ontology Matching. 
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