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 Cross Language Information Retrieval (CLIR) stands as an essential element 

in multilingual information accessibility, enabling users to obtain relevant 

information even when the query language and the language of the 

documents diverge. This paper proposes a translation framework for CLIR in 

Tamil and Malayalam, two Dravidian languages widely spoken in South 

India. Different challenges prevail in CLIR of these languages due to their 

linguistic differences, translation equivalence, mapping source to target 

languages, semantic equivalence, limited dataset and tools for ongoing 

research in this domain. The proposed methodology resolves some of the 

issues around training of a corpus utilizing a Long Short-Term Memory 

(LSTM) based encoder-decoder translation model. The study incorporates 

two bilingual parallel corpora comprising 373 sentences pairs each. 

Evaluation of the model's accuracy is conducted by equivalency its 

translations against reference translations using the Bilingual Evaluation 

Understudy (BLEU Score). Furthermore, BLEU scores obtained from 

proposed LSTM-based encoder-decoder model is compared with those from 

Google Translate. The findings reveal that the LSTM model attains an 

average BLEU score of 0.933, where, performance of Google Translate, 

achieved a score of 0.813. Finally, the study conducts a comparative analysis 

with selected CLIR models in different languages, to evaluate the overall 

performance of the proposed approach. 
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1. INTRODUCTION 

Cross Language Information Retrieval is a sub area of Information Retrieval (IR) System, in which 

the query language and language of the documents retrieved are different. CLIR is an interdisciplinary field 

of Information Retrieval, Natural Language Processing, Machine Translation, Languages and Text 

Processing. CLIR finds a different application which includes facilitating users to search the information 

without any limitation of language barriers, multilingual information access, increasing the amount of online 

information available in non-English languages, helping the multilingual speakers interact and collect a 

greater number of documents from different languages. CLIR is also useful for multilingual population 

regions that share multilingual documents. 

CLIR systems have been divided into Bi-lingual, Multilingual and domain oriented based on 

different languages of query and documents. The general architecture of CLIR system can be classified into 

Query translation, Document translation and combination of query with documents as shown in Figure 1. 
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The process of CLIR system modelling consists of different approaches such as dictionary, corpus, 

machine learning, machine translation, deep learning, linguistic, and rule-based system. The basic techniques 

of CLIR in Query translation can be further classified as Dictionary, Corpus and Machine Translation based 

[1]. Final layer of this figure 1 again classified into two language corpora are based on collected data set. 

 

 
Figure 1. Techniques for Cross Language Information Retrieval (CLIR) 

 Dictionary based query translation involves processing the given user’s query linguistically to find 

the relevant keywords with the help of Machine Readable Dictionary (MRD). MRD’s are collections of 

electronic versions of either general or domain oriented printed dictionaries. In dictionary based approach of 

CLIR, translation is an easy task but it has lots of limitations such as ambiguities, quantity, and quality of the 

dictionary and many more. The corpus based CLIR techniques involve a word-by-word analysis and 

translation of the corpus which produces a set of translation probabilities for each term in a query. The works 

are centred on data collected from multilingual Corpora using various corpus and linguistics techniques [2]. It 

uses either parallel or comparable corpora, parallel Corpora consist of exactly same documents but in 

different languages. A parallel corpus is a collection corpus that contains a collection of original texts in 

source language (L1) and their translations into the respective target languages (L2, L3, …., Ln). A 

comparable corpus consists of a set of documents presented in different languages but documents are not the 

translations of each other. 

The aim of CLIR based Machine Translation system is to translate queries and documents from one 

language to another by using a context [3]. Document translation is performed by any one of the Machine 

translations tools like Google Translate, Bing and SYSTRAN. Machine Translation systems translate both 

queries and documents but it requires large amounts of parallel corpora [4]. There are four different 

techniques to deal with Machine Translation based CLIR; such as Word-for-Word, Syntactic transfer, 

Semantic transfer, and Inter-lingua techniques [5], [6]. Many factors affect Machine Translation based CLIR, 

including Polysemy (Words with multiple meanings), sentence alignment with one-to-many relationships [7], 

mapping of bi-lingual dictionary, limitations of dataset, default sentence structures, different grammatical 

structures, inflected and derivational feature of lexicon. Machine Translation based CLIR provides a platform 

to retrieve foreign language documents through user’s query in native language [8]. 

The recent research in CLIR is in ontology-based models. Ontology is a formal, specification of 

conceptualization, captures the structure of the domain [9], explicit specification of a common and shared 

conceptualization. It consists of a set of distinct and identified concepts interconnected with a set of relations 

[10]. Semantic based CLIR system can include different available concepts and ideas which are expressed by 

the user through her/his query and can thus provide more accurate results than the traditional keywords based 

search [11]. For example, a simple ontology for person consists of a set of concepts CPerson= {men, women, 

child, parents} and a set of relationship RPerson= {Father, Mother and Son} [12]. Unlike the other two models, 

ontology could attain minimal error performance and maximum precision. 

Though, there exist many approaches, still there are gaps to attain precision in full implantation of 

the required query of users. The entitled research paper attempts to identify the limitations in the existing 

CLIR models such as translation equivalence, ambiguity, and grammatical differences, lexical and semantic 

variations in Tamil and  Malayalam and implemented LSTM based translation framework for better 

precision. This article is organized into five sections, where section 2 describes related works in detailed 

manner. Then section 3 proposed a model for CLIR system, and section 4 discussed results with related 

discussions. Finally, section 5 includes the conclusion of this article. 
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2. RELATED WORKS 

Kumar et al. [13] authors reviewed some of the recent works related to CLIR system and the study 

proposed architecture of English-Hindi CLIR system. The system implemented cross-lingual web querying 

using bi-lingual ontology’s of English to Hindi. Zeeshan et al. [14] proposed Neural Machine Translation 

(NMT) based Chinese to Urdu (C2U) word base dictionary machine translation. They designed electronic 

dictionary containing 24,000 entries from Chinese to Urdu. The corpus has been trained by two NMT models 

such as LSTM and Transformer. Finally, the study concluded LSTM gave 0.06 to 0.41 and Transformer gave 

0.07 to 0.52 BLEU score. 

Aditi et al. [15] studied different metrics used in Hindi machine translation. They listed several 

machine translation evaluation metrics such as BLEU, Rouge, METEOR, TER, and METEOR. Nikesh et al. 

[16] worked for English-Malayalam CLIR system. The system involves retrieval of Malayalam documents 

through an English query. The system processed English queries, using University of Massachusetts 

(UMass’s) stop word list and stemmer algorithm. For ranking of retrieval documents, Vector Space Model 

(VSM) was used and to test the system 25 queries were used. 

Ibrahim et al. [17] proposed language modelling based Amharic-Arabic CLIR system that accepts a 

text query in Amharic from the user, translates it into Arabic language using the, pre-trained Neural Machine 

Translation model and then searches for both Amharic and Arabic language documents using language 

modelling based retrieval model and enhance the retrieval performance by incorporating Parts-of-Speech 

Tagging model as the optimization techniques of the ranking algorithms. Finally, the paper concluded with 

Mean Average Precision (MAP) of Amharic as 0.8833 and that for Arabic as 0.93. 

An ontology-based Tamil-English cross lingual information retrieval system using Word Sense 

Disambiguation (WSD) to resolve the ambiguity of Tamil query to English was implemented [18]. In the 

work, the root word and its corresponding suffix marker were identified. Later multiple meaning and 

ambiguities were resolved through manually constructed WSD, which was followed by rearrangement of 

syntactic structure and finally query reformation of the targeted documents. A Tamil-English bilingual 

dictionary of size 6.08 MB related to agriculture domain was used in the study. A precision of 95.36% was 

obtained for top 20 pages retrieved by the Google search engine. 

The author proposed Multilingual Information search for three languages: English, Hindi and 

Malayalam using a Novel approach [19]. The study consists of five major tasks of CLIR such as Query pre-

processing, Searching, Processing webpage contents, retrieval, and ranking. Subtasks of query pre-processing 

such as language detection, stop word elimination, and stemming. After pre-processing, the query words are 

passed on to searching module. Finally, relevant Web Pages contents are collected, followed by assigning 

ranks to each retrieved document. In this experiment, total of 30 queries are submitted to the system for 

evaluating the performance and an average precision of 0.539 was obtained. 

An experiment for two languages in Tamil and English through Conceptual based search engine 

system was performed [20]. The model consists of two-layer architecture namely online and offline process. 

The system mainly focused on dictionary based approach and proposed a model involving pre-processing, 

query expansion, translation from English to Tamil, concept-based indexing, searching, and ranking. Another 

work proposed a system that tested for tourism domain with 50,690 documents corpus (25,690 Tamil 

documents and 25,000  English documents) and achieved 0.51 precision for both Tamil and English queries 

(20 queries each for Tamil and English). 

A novel approach was proposed for an improved English-Hindi CLIR system [21]. The system 

employed Naïve Bayes and Particle Swarm optimization for an efficient CLIR system of the given languages 

pair. In another work in the same year, [22], an unsupervised corpus based WSD of Marathi-English CLIR 

system was proposed. The dataset has been collected from 2011 Forum of Information Retrieval Evaluation 

(FIRE). The system consists of four important components; pre-processing of query, query translation, 

transliteration and WSD. The system achieved 0.73 average recall values from 15 average numbers of 

relevant documents. 

In 2010, architecture was proposed for bilingual information retrieval system for English and Tamil. 

The study was mainly divided into four different modules, such as User interface, Keywords extraction, 

Information retrieval and extraction and output display [23]. The ontological tree model is used to identify 

and match each keyword in the given language. Authors collected and developed ontological tree in 

“Festival” domain and more than 200 documents were collected from these two languages. The model was 

evaluated using precision, recall and F-measure values. The authors finally concluded that, bilingual search 

engine through ontological tree was improved by 40% for English and 60% for Tamil language. 

In [24], the work proposed two CLIR processing steps such as pre-processing and post-processing. 

Pre-processing steps consists of the sub tasks of Query Parsing, Query Expansion, Query Formulation and 

Search Knowledge Sources. After pre-processing the authors discussed stages of post-processing such as 

Parameter estimation, Categorization, Aggregation, display processing and finally learning the parameter 
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from the given documents. The system proposed architecture for Hindi-English CLIR using query expansion 

to improve the relevancy of retrieval documents. In the first experiments, Query expansion is performed with 

and without OkapiBM25 ranking algorithm. The results show that the relevancy in terms of Mean Average 

Precision of retrieved documents is higher with OkapiBM25 as compared to the one without ranking [25]. 

An outline model of Arabic and English multilingual ontology to improve the query translation in 

“Travel” domain was proposed in another work. The model created a domain of travel ontology consisting of 

100 English concepts mapped to the Arabic concepts. Finally, the model evaluated and compared the MAP of 

both Machine Readable Dictionary and Ontology of these two languages. The paper concluded with average 

MAP for machine readable dictionary as 0.42 and that for ontology as 0.63 [26]. 

Another work focused on a cross analysis of CLIR using various approaches for Indian languages 

[27]. The authors list out major cross language information retrieval system in English related with Indian 

languages. The review details on the works carried out in English to Hindi, Tamil, Malayalam and so on. 

Another work introduced semantic search rather than keyword based search [28]. The system offered input 

query as English and output documents in Hindi or Bengali. The system designed user interface with the help 

of Tkinter tool. Finally, the system was employed but searched only one word “Narendra Modi”. 

In the study employing unsupervised Cross-Lingual Information Retrieval using monolingual data, a 

fully un-supervised model for ad-hoc CLIR system which requires only multilingual data was developed 

[29]. The above model was constructed which could map queries or documents into embedding space 

structures. The paper discussed three techniques related to word embedding space such as Cross-Lingual 

Embedding from Comparable Documents (CL-CD), Cross-Lingual Embeddings from Word translation pairs 

(CL-WT), and Cross-Lingual Embeddings without bilingual super vision (CL-UNSUP). They have 

experimented standard CLEF-CLIR dataset collected from three languages of English to 

Dutch/Italian/Finnish. Finally, the paper proposed and developed cross lingual embedding space methods of 

these languages with three different data alignment such as document-aligned comparable data, word 

translation pairs and no bilingual data. The system achieved Mean Average Performance for all three 

language pairs: English to Dutch-0.336, English to Italian-0.347 and English to Finnish- 0.307. 

An evaluation method to automatically discover links between Japanese to Chinese using Japanese-

Chinese Cross-Language entity linking method was proposed [30]. Here the study consists of two steps, 

initially author translates Japanese key phrase into Chinese documents and finally, the original Japanese 

documents are translated into Chinese documents. The authors evaluate cosine similarity between all original 

articles of these two languages. The paper used data set from Wikipedia and Baidu Baike. Baidu Baike is a 

large collection of more than fifteen thousand Chinese article for free of access. The paper concludes that, the 

system achieved the accuracy rate of 97% by using Baidu Baike and accuracy rate of 81% by using 

Wikipedia. 

In [31], a model of E-learning multi-language ontology of English and Spanish was proposed. The 

aim of this model was to construct a domain specific multi lingual retrieval system. E-learning- 

Course/Lecturer from MIT open courseware for both English and Spanish was the domain used for study.  

Another work describes various methods of bi-lingual CLIR system from online documents [32].The author 

suggests translating search queries in a local language into English, after retrieving relevant documents in 

both languages. Korean to English conversion through both transliteration and back-transliteration methods 

are also employed in the study. 

A combination of Keyword-based IR with a Latent semantic-based model for Arabic-English CLIR 

system using Deep Learning was proposed by [33]. The proposed CLIR system used Deep Belief Networks 

(DBNs) to identify the latent semantic of Arabic queries into English documents. The author experimented 

and evaluated with three parameters of λ, β, and K values. λ represent weight of the lexical-matching score, 

β- represent weight of the Arabic DBNs score, and K-represent number of top most search documents. The 

system achieved highest accuracy of 91.6% for combined Semantic analysis with Lexical matching. 

Indonesian-Japanese [34], discussed on term extraction from Indonesian-Japanese Bi-lingual 

corpora using machine learning algorithm. They introduced new methods for term extraction between these 

two languages within three criteria such as first n-gram extraction for Indonesian and Japanese, n-gram cross 

pairing between these two languages and finally classification of extracted documents. The sub components 

of this system are corpus pre-processing, term pair extraction, feature extraction and classification of 

documents. The system evaluated three different features such as linguistic, statistic, and combination of both 

features. Finally, the system achieved 98.6% overall accuracy. 

In 2010, another work was implemented which evaluated a synergistic approach between 

Thesaurus-based approach and Corpus-based approach [35]. A study was done on E-learning domain 

ontology of English and Spanish for automatic semantic mapping between these two languages. The study 

concluded by evaluating the concepts and sub-concepts extracted from English and Spanish. The system 
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performed 0.92 Average Top-50-Recall and 1.00 Average Top-50-Precision from top 50 randomly selected 

documents. 

 

Table 1. Different models of CLIR systems 
Language & Domain Algorithms Observations 

Tamil-English & Agriculture Ontological-based WSD Mean Average Precision of 95.36% 
for top 20 Pages. 

English-Dutch/ Italian/ Finnish & CLEF 

(Cross Language Evaluation Forum) 

Unsupervised CLIR word 

embedding space 

MAP of three models of both values 

of the interpolation factors (λ= 0.5 
and λ= 0.7). 

Amharic-Arabic & New Domain only 

 

Pre-trained Neural Machine 

Translation with Parts-of-Speech 
Tagging (POS) 

Mean Average Precision of 

Amharic is 0.8833 and Arabic is 
0.93. Three POS tag set are used: 

CRF, Brill and TnT. 

English, Hindi/ Malayalam & Word: 
Lakshadweep 

Multilingual Information Search 
Algorithm- A Novel Approach 

The average Precision is 
0.53973790 with top 30 related 

queries. 

Japanese-Chinese & Encyclopaedia 
(Chinese & Japanese) 

Cross Language Entity Linking 
(CLEL) 

Accuracy rate of 97% by using 
Baidu Baike and accuracy rate of 

81% by using Wikipedia. 

Indonesian-Japanese & Computer Science Term extraction form Indonesian-
Japanese Bi-lingual corpora using 

machine learning algorithm. 

The system achieved 98.6% overall 
accuracy, 4.96% precision and 

24.47 % recall values. 
English-Hindi & Query: “Machine 

Learning Research Group” 

Improved approach through n-

gram model 

More number of relevant 

documents in the first n/3 retrieved 

documents. 
Marathi-English & FIRE 2011 (Forum of 

Information Retrieval Evaluation) 

Detailed user query and 

unsupervised corpus-based WSD 

0.73 average recall and 0.045 

average precision values form 15 

average numbers of relevant 
documents. 

Hindi-English & Selected sentences from 

both language 

Query translation with Ambiguity 

removal in both language 
grammatical structure 

The precision of the selected query 

is 0.83 (Number of relevant 
documents is 10 out of top 12 

retrieved documents appeared on 

first page.) 

Hindi-English & collected from Forum for 

Information Retrieval Evaluation (FIRE) 

Query expansion with Word 

Sense Disambiguation and 

without OkapiBM25 ranking 
method 

MAP of top 10 queries before query 

expansion is 0.5379 and after query 

expansion is 0.6742. 
 

English-Hindi/ Bengali & Word: Narendra 

Modi 

Query translation using semantic 

search 

System improved quality and 

relevancy of the search result. 
Tamil-English & Tourism Dictionary with Concept based 

search engine 

0.51 of precision for both Tamil and 

English queries (20 queries for each 

Tamil and English). 
English-Hindi & Bi-lingual ontology Cross-lingual web querying using 

bi-lingual ontology 

Average precision of top 100 

documents is 0.1064. 

Arabic-English & Selected articles from 
Wikipedia 

Deep Belief Networks with latent 
semantic-based CLIR 

Experimented and evaluated with 
three parameters of λ, β, and K 

values. 

English-Spanish & Ontology: E-learning- 
(Course/Lecture) 

Synergistic approach between 
Thesaurus & Corpus based 

approach 

Corpus-based approach achieved 
highest accuracy. 

English-Spanish & E-Learning (Ontology) Synergistic approach between 
Thesaurus & Corpus based 

approach 

The Average of Top-n-Recall is 
0.92 and average Top-n-Precision is 

1.00. 
English-Tamil & Festivals Ontological Tree 40% for English and 60% for Tamil 

language. 

Arabic-English & Travel Multilingual Ontology as 
Translation of Query 

Mean average precision of both 
MRD and Ontology is 0.7. 

 

English-Persian & Ontology of Bi-lingual 
Dictionary 

Hybrid approach of Bi-lingual 
query translation 

Three levels: word (precision: 0.4), 
Phrases-based translation 

(precision: 0.5) and improved-based 

translation (precision: 0.6). 
Korean- English & Word: Samsung Combined with transliteration and 

back-transliteration methods 

Average precision of these two 

transliterations is 0.6. 

French- English & Canadian Parliament Query-translation from parallel 
texts 

Around 80-90% of the retrieval 
effectiveness. 
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Another work proposed a model for CLIR on English-Persian with focus on solving ambiguity [36]. 

The research work attempts to solve the issue over ambiguity by proposing a combination of syntactic and 

semantic model to improve the dictionary-based translation. The task of query processing of Persian into 

English consists of three different levels such as, the selection of word translation, query expansion and 

finally comparison and evaluation of the system. The performance of the system was evaluated on three 

levels; Word-based translation (precision: 0.4), Phrases-based translation (precision: 0.5) and Improved-

based translation (precision: 0.6). 

Here the aim is to bring out the available relevant models of CLIR and its details about their 

techniques and performance accuracy. In table 1, includes some cited available CLIR works. The research 

works carried out in various language pairs, domains, algorithms and accuracy of each work are given in 

below. 

Different techniques had been used by researchers for obtaining high performance in CLIR systems. 

The researcher had come across the CLIR methods such as Dictionary based, Corpus, Ontology, translation, 

linguistics and Machine learning based while reviewing the above listed works. Based on the studies done, 

the following findings could be recognized at different approaches. 

 

• The issues identified with dictionary based CLIR are: Out-Of-Vocabulary (OOV) words, meaning 

of the words that are not found in the dictionary, lexical ambiguity in the source and target 

languages. 

• Limited collection of lexicons, and inflectional issues of the concerned pair of languages. The 

limited collection of lexicon implies that the possible number of lexicons in dictionary may not be 

sufficient to satisfy the amount of user’s language queries. 

• The availability of keywords may disturb the accuracy of translation in language pair and it may 

affect the performance of the source and target languages. 

• The daunting task in dictionary-based model is dealing with identification of grammatical 

complexities, inflection, pre-fixation, suffixation which vary according to the languages. Therefore, 

the highly inflectional languages like Tamil and Malayalam pose greater challenges. 

• Ambiguities lead to inaccurate performance of the model and thereby end in poor results. 

• Some other minor issues such as spelling variants, homonyms, and hyponymy continue to limit the 

performance of dictionary based CLIR system in the above cited works. 

• The issue over the lexical ambiguity occurs due to the available size of dictionary. This could be 

avoided only through ample size of the lexicon set, semantic data, data size, labelling of data etc. 

• To provide the minimal error result, the model must be of enough size and grammatically tagged. 

• Most of the corpuses are domain oriented not generalized. 

• The short comings are not only limited to the size and qualities of the corpus, but the aspects 

internal to the corpus such as unstructured pattern, ambiguity, number of occurrences etc. 

• The major issues of corpus based CLIR, is due to segmentation of text into sentences. 

• Corpus updating and modifying data items are also a complex task in this approach. 

• To build ontology, each time we must construct separate decision tree. So, it will be more complex 

relationship and time consuming. 

• It is a complex data structure mapping from source language to target language. 

• The rules are not enough to transform relational database to ontology. 

• The mapping process with real-world objects into corresponding meaning is a challenging task. 

 

 

3. RESEARCH METHOD 

Most of the proposed techniques used for cross searching among the languages are based on rule-

based model combined with linguistics principles. This article, proposed a model for cross language 

information retrieval using translation-based modelling for two specific languages such as Tamil and 

Malayalam. Figure 2 shows the model with different components such as dataset creation, Query expansion, 

Query translation, Parts-of-Speech tagging of query and documents of source and target languages,  

Language Modelling of Query, and documents, CLIR searching and Ranking modules and Final documents 

evaluations. The three modules of the architecture, corpus collection, query expansion and query translation, 

are trained and evaluated in this work. 
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Figure 2. Proposed model for CLIR Tamil and Malayalam system 

3.1. Corpus Collection 

A small set of parallel text corpora are utilized in this model. The two types of online datasets used 

for the experimentations process are manually collected from CLARIN-ERIC (European Research 

Infrastructure Consortium) which provides an online repository of parallel corpora for various languages for 

training data for statistical machine translation process [37], [38]. The following table shows the total number 

of sentences from each document and its translation equivalence between source and target languages. Here, 

English-Tamil bi-lingual consist of three types of sentences based on simple sentences, sports, and person to 

person interactions such as type 1, type 2 and type 3. The second corpora Malayalam-Tamil bi-lingual consist 

of two types of sentences based on television news and daily conversation such as type 1 and type 2. 

 

Table 2. Total Number of Sentences from collected corpora 
Languages Types of Sentences Total Number of sentences 

English-Tamil bi-lingual Parallel Corpora [37]    Type 1: 100 

   Type 2: 82 

   Type 3: 19 

201 

Malayalam-Tamil bi-lingual Parallel Corpora [38]    Type 1: 50 

   Type 2: 122 

172 

 

 

Total sentences from both Corpora 373 

 

 

3.2. Query Expansion 

Initially, the raw text is transformed into a suitable form for higher-level processing. Some types of 

techniques are required to expand and pre-process the above given documents. The steps for query expansion 

used are:  

• Tokenization into word and sub-word level 

• Stop Word Removal (Commonly and frequently used words) 

• Stemming (Finding and removing all possible suffixes) 

• Add start and end tokens of target language, and 

• Create a vocabulary of source and target languages 
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Algorithm 1. Shows that overall procedures used in the text pre-processing of the collected documents [39]. 

 
Algorithm 1: Query expansion and Pre-Processing 

 

Begin 

Input: Array of two Corpora (English-Tamil and Malayalam-Tamil)            
Output: Array of pre-processed two Corpora  

Procedure: Steps in Pre-Processing 

     For each Corpora in document, Do: 
     Load the Documents  

     Tokenization of Sentences and Words  

     Remove Stop Words 

     Stemming  

     Add start and end tokens to target language 

     Create a vocabulary of source and target languages 
     Update Document to New Corpora  

     Return all Documents 

     End Procedure 
  End Until 

End   

 

After query expansion, the source and target vocabulary created are applied into model training and 

evaluation. Figure 3 and Figure 4 show, results after pre-processing of both documents. The processed 

documents consist of a reference id, sentence type, maximum length, start and end marker of target for each 

sentence. 

 

 
Figure 3. After query expansion of English-Tamil 

 

 

 

Figure 4. After query expansion of Malayalam-Tamil 
 

3.3. Query Translation 

A pre-trained Long Short-Term Memory (LSTM) model is used to map the query in the source 

language into an equivalent query in the language of the target document collection [40]. LSTM based 

encoder-decoder architecture model is used in this study, which is used to remember long-term and short-

term dependencies. A basic form of LSTM consists of two components; an encoder which computes a 
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representation of source sentences and a decoder which generates corresponding target word in the target 

languages. 

ELRIC bi-lingual parallel corpora are used in the work as the dataset. The two datasets are in the 

form of CSV file with utf-8 encoding format of both English-Tamil parallel corpora and Malayalam-Tamil 

parallel corpora. The first dataset consists of 148 English words, 176 Tamil words and total number of 

equivalent sentences is 201 of both English and Tamil languages. The second data set consists of 127 

Malayalam words, 141 Tamil words and total number of equivalent sentences is 172. The model translates 

English to Tamil and Malayalam to Tamil. 

Here pickle format of data is used, which is a python dependency and can serialize our dataset. In 

this model TensorFlow’s built-in data_utils class is used to prepare the data. data_utils class is used to read 

the data from the directory, pre-process, and format words from both languages. Data is pre-processed with 

Conversion of all characters into lowercase, removing quotes, remove the all-special characters, remove the 

all the digits from the documents, then add starting and end markers for all the sentences finally to build the 

source and target language vocabulary. LSTM based auto encoder-decoder model is used for translation of 

source to target language. The data set is divided into two such as training and testing, the model split the 

data into an 80-20 ratio of training and testing. The model optimization parameters include batch size as 40, 

zero padding as 1, LSTM activation function as softmax, categorical_crossentropy is used as loss function 

and model optimizer as 'rmsprop' LSTM encoder-decoder model is divided into different layers such as input 

layer, 2 embedding layers, 2 LSTM layer and output layer. 

 

 
Figure 5. LSTM based auto encoder-decoder architecture 

 

The first layer accepts the input sequences after that input sequence token is will embedded with 

some learning parameters. Layer2 used for encoding input sequences and Layer3 used for decoding the 

output sequences. Total number of Parameters is 1598877 and the model is trained for 100 epochs. The layer 

architectural model summary is given below; 

 
Figure 6. Summary of LSTM model for language translation 

 

After model training the system translate from source to target such as English to Tamil and Malayalam 

to Tamil respectively. The evaluation purpose we were randomly selected some sentence from these corpora. 
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4. RESULTS AND DISCUSSION 

The model translated each sentence by sentence with translation equivalence. After translation, 

accuracy was evaluated using accuracy metric like BLEU. BLEU stands for Bilingual Evaluation Understudy 

is an n-gram based evaluation metric [41]. BLEU score is used to compare candidate translation of the text 

with available reference translations. The task of a BLEU score is to compare n-grams of the candidate with 

the n-gram of the reference translation and count the number of matches. These matches are position-

independent. It is expressed as the following equation (1) 

BLEU = BP𝑒𝑥𝑝(∑ 𝑤𝑛𝑙𝑜𝑔𝑃𝑛
𝑁
𝑛=0 )      (1) 

Where 𝑃𝑛 is an n-gram precision that uses n-grams up to length N, 𝑤𝑛 is positive weights that sum to 

one and BP is Brevity Penalty which is computed as following equation (2) 

𝐵𝑃 = {
     1, 𝑖𝑓 𝑐 > 𝑟

e(1−𝑟/𝑐), 𝑖𝑓 𝑐 ≤ 𝑟
        (2) 

Where, c is the length of the candidate translation and r is referenced corpus length. 

The table consists of sample source sentences and its translation equivalence of LSTM model and 

Google translate with corresponding BLEU score. 

 

Table 3. English to Tamil LSTM and Google Translation with corresponding BLEU Score 
Sentences (SE) BLEU Score 

 LSTM (LS) Google Translate 

(GT) 

SE: Where  do  you  keep  your  passport 

LS: நீ பாஸ்பபாரட்ட்ட எங்பே டைத்திருேக்ிறாய் 1.00 -- 

GT: உங்ேள் பாஸ்பபாரட்ட்ட எங்பேடைத்திருே்கிறீரே்ள் -- 0.79 

SE: He can read and write 

LS: அைனுே்கு எழுதப்படிே்ேத் ததரியும் 1.00 -- 

GT: அைருே்கு எழுதவும் படிே்ேவும் ததரியும் -- 0.84 

SE: I’m proud of my son 

LS: என் மேடனப்பற்றி தபருடமப்படுகிபறன் 0.84 -- 

GT: என் மேடனப்பற்றி நான் தபருடமப்படுகிபறன் -- 0.93 

SE: What did he say 

LS: அைன்  என்ன ஆரம்பித்தான் 0.84 -- 

GT:  அைர ்என்ன த ான்னார ் -- 0.88 

SE: Tom has been crying all afternoon 

LS: அைள் மதியம் முழுைதும் அழுது தோண்படயிருே்கிறான் 0.88 -- 

GT: டாம் மதியம் முழுைதும் அழுது தோண்டிருந்தான் -- 0.93 

SE- Sentence, GT- Google Translate, LS- LSTM Translation 

 

Table 4. Malayalam to Tamil LSTM and Google Translation with corresponding BLEU Score 
Sentences (SE) BLEU Score 

 LSTM (LS) Google Translate (GT) 

SE: ആദ്യഡെല്‍ട്ടയി ലേക്കലപോകുക (Go to the first delta) 

LS: முதல் தடல்டாவிற்கு  ்த ல்ே 1.00 -- 

GT: முதல் தடலடட்ிற்கு த ல்லவும் -- 0.66 

SE: അടു ത്തലേഖനം (Next Article) 

LS: அடுத்த ேடட்ுடர 1.00 -- 

GT: அடுத்த ேடட்ுடர -- 1.00 

SE: a യില്‍ട്നിന്നു വരികള്‍ഡെ രഡെടുക്ുക (Select lines from a) 

LS: a  விலிருந்து ைரிேடளேடள பதரந்்ததடு 0.94 -- 

GT: a  இலிருந்து ைரிட ேடளத் பதரந்்ததடுே்ேவும் -- 0.84 

SE: ഒഴിെ ഒപ്പക (Empty signature) 

LS: தைற்று டேதயாப்பம் 0.99 -- 

GT: ோலி ஒப் -- 0.63 

SE: മുന്‍വവരുദ്ധ്യത്തി ലേക്കലപോകുക (Go to previous conflict) 

LS: முந்டதய தடல்டாவிற்கு  ்த ல்ே 0.84 -- 

GT: முந்டதய பமாதலுே்கு  ்த ல்லவும்  0.63 

 

SE- Sentence, GT- Google Translate, LS- LSTM Translation 
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Table 3 and 4 show the sentences translated from English to Tamil and Malayalam to Tamil with 

two the translation models and their corresponding BLEU scores. These results are obtained on the same 

document collections as the above the given corpus. The five sentences are selected from each corpus. The 

range of BLEU score is defined as from 0.00 to 1.00, where 0.00 represent is translation accuracy is less and 

1.00 represent is accuracy is high. The score values only depend on matching number of words in adjacent 

position. The average BLEU score is estimated the following two tables 4 and 5 are given below; 

 

Table 5. Average BLEU Score of English to Tamil with sample sentences 
Test sentences from English to Tamil 

data set at random selection 

BLEU Score 

LSTM Google Translate 

English-to-Tamil 1 1.00 0.79 

English-to-Tamil 2 1.00 0.84 

English-to-Tamil 3 0.84 0.93 

English-to-Tamil 4 0.84 0.88 

English-to-Tamil 5 0.88 0.93 

Average BLEU Score 0.912 0.874 

 

 

Table 6. Average BLEU Score of Malayalam to Tamil with sample sentences 
Test sentences from Malayalam to 

Tamil data set at random selection 

BLEU Score 

LSTM Google Translate 

Malayalam-to-Tamil 1 1.00 0.66 

Malayalam-to-Tamil 2 1.00 1.00 

Malayalam-to-Tamil 3 0.94 0.84 

Malayalam-to-Tamil 4 0.99 0.63 

Malayalam-to-Tamil 5 0.84 0.63 

Average BLEU Score 0.954 0.752 

 

 

Tables 5 and 6 shows that average BLEU of both LSTM based encoder-decoder and Google 

translation. An evaluation was conducted with selected five random sentences form these two datasets. The 

selected sentences translated with two translation model such as LSTM and Google translate. Each sentence 

compared with some set of possible reference translated sentences prepared by language experts. Finally 

comparing values measured using n-grams with size 2 (i.e. bi-gram). Average BLEU score of sentences 

translated from English to Tamil in LSTM is 0.912 and Google translate is 0.874. The LSTM got the highest 

score among these two models. Similarly, the average score of Malayalam to Tamil selected sentences using 

LSTM is 0.954 and Google translate is 0.752. Each translated sentence is compared with 5 to 10 references. 

Finally, the paper compared performance level of related models with BLEU score accuracy. 

This section provides a summary and comparative analysis of various approaches proposed by different 

authors in the field. Table 7 illustrates that there has been limited research conducted specifically on Tamil 

and Malayalam languages, and majority of works focusing on English in connection with other regional 

languages. Many authors have collected bilingual corpora for translation and training purposes, emphasizing 

the significance of translation in every CLIR model. 

BLEU score metric is based on estimating the number of n-grams matched between the target and 

references sentences. While document translation can be performed both online and offline, query translation 

relies solely on online methods. Previous studies have predominantly concentrated on both query and 

document translation. When comparing our proposed model with others, BLEU Score is considered as 

evaluation parameter to in this study. Our model exhibits the highest accuracy rate at 0.95 when compared 

with other translation models. Each model defines specific datasets with varying data sizes, methodologies, 

and results of CLIR models. 
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Table 7. Performance of several techniques proposed in CLIR models 
Authors and 

Year 

Languages Data size Tasks Models BLEU Score 

Ibrahim Kassa 

et al. (2021) 

Amharic and 

Arabic 

Ethiopian Language 

Researchcentre (ELRC) 

annotated corpus- 
2,10,000 words from 

news domain  

 

Amharic-Arabic cross 

language information 

retrieval using 
language modelling  

Pre-trained Neural 

Machine 

Translation with 
Parts-of-Speech 

Tagging (POS) 

Amharic- 0.88 

 

Arabic-0.94 

Zeeshan et al. 
(2020) 

Chinese and 
Urdu 

66,000 Chinese-Urdu 
parallel corpus 

Urdu Word base 
dictionary translation 

using Neural Machine 

Translation 

Deep learning 
model for 

machine 

translation 

LSTM- 0.94 
Transformer- 

0.77 

Google 
translate- 0.74 

Himanshu et al. 

(2020) 

English- 

Tamil and 
English-

Malayalam 

EnTam V2.0, UMC005 

and Opus. News and 
Cinema Domain 

Sequence to sequence 

NMT machine 
translation system for 

low resourced 

languages 

NMT techniques 

using Word-
embedding along 

with pre-trained 

Byte-Pair 
Encoding (BPE) 

English-Tamil: 

0.94 
 

English-

Malayalam: 
0.90 

Mary Priya et 

al. (2010) 

 

English and  

Malayalam  

 

Online Malayalam 

newspaper and 

magazines 

Translation between 

English and 

Malayalam using 
Statistical approach 

Statistical 

Machine 

Translation 

English to 

Malayalam- 

0.69 

Sakthi Vel et 

al. (2023) 

(Proposed 

Work) 

Tamil  and 

Malayalam 

European Research 

Infrastructure 

Consortium (CLARIN-

ERIC) Corpus- 373 

Sentences 

Review the collected 

CLIR works and 

proposed a model for 

translation of Tamil 

and Malayalam 

Translation 

model using 

LSTM (Proposed 

Work) 

LSTM- 0.95 

 

Google 

Translate- 

0.752 

 

5. CONCLUSION 

 The proposed LSTM-based translation model using two bilingual corpora outperforms Google Translate 

with BLEU score evaluation metric. The LSTM based auto encoder-decoder was trained with selected 

random sentences from the given corpora. The Average BLEU score of English to Tamil is 0.912 and 

Malayalam to Tamil as 0.954 whereas Google translate gained 0.874 and 0.752 respectively for the two 

datasets. Google translation model is based on conditional probability, whereas the LSTM model based on 

sequence-to-sequence relationships mapping with adjacent words. 

 The results obtained are compared with state of art methods and results reveal that the LSTM model 

gain and outperformed with highest accuracy. The overall performance of each model depends on different 

techniques, language complexity, data size and similar factors.Future enhancements may involve increasing 

dataset volume, integrating grammatical rules, incorporating parts of speech tagging, and implementing 

advanced document retrieval techniques to refine the CLIR framework for more effective crosslanguage 

information retrieval systems.In the future, the possibility to improve the translation results for different 

domains of these languages can also be explored. 
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