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 Cardiovascular disease is a non-communicable disease caused by a 

disturbance in the function of the heart or blood vessels. According to WHO 

country profile data released in 2018 regarding non-communicable diseases, 

cardiovascular disease is the highest cause of death in Indonesia. This study 

aims to classify cardiovascular disease based on lifestyle using the Random 

Forest and Logistic Regression methods. In the classification process with the 

Random Forest and Logistic Regression machine learning methods, a 

combination of parameters from each machine learning method will be tested 

to see which parameter combination is the best for processing and classifying 

cardiovascular disease datasets. The dataset used in this research is obtained 

from Kaggle called Cardiovascular Disease. The dataset was processed 

through several pre-processing stages, namely missing value imputation, 

outlier detection, and extreme data checking. After going through the pre-

processing process, the amount of data that entered the classification process 

was 62478 rows of data with 13 attributes or columns, namely age, height, 

weight, gender, systolic blood pressure, diastolic blood pressure, cholesterol, 

glucose, smoking, alcohol intake, physical activity, and cardiovascular 

disease. Dividing the dataset into different percentage distributions of training 

data and testing data was also tested to see the difference in classification 

performance of the two methods. The division of training data was 90% and 

testing data is 10%. The results obtained from this study were the Logistic 

Regression method had better accuracy results of 73.07% compared to 

Random Forest with an accuracy result of 71.87%. 
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1. INTRODUCTION  

According to World Health Organization (WHO) country profile data released in 2018 regarding non-

communicable diseases, cardiovascular disease is the highest cause of death in Indonesia [1]. Riset Kesehatan 

Dasar (Riskesdas) states that the number of heart disease cases is increasing from year to year with a prevalence 

of 1.5% or 15 out of 1,000 Indonesians suffering from heart disease in 2018. Congestive heart failure (CHF) is 

one of the a health problem in the cardiovascular system with the number of cases continuing to increase every 

year [2]. In research conducted at Sumber Waras Hospital in 2019, the results showed that age, gender and 

lifestyle factors influence a person's susceptibility to coronary heart disease. Coronary heart disease often 

occurs in people over 35 years of age with a risk of 0.143 times greater than those under 35 years of age. 

Coronary heart disease also occurs more often in men with a risk that is 8 times greater than in women. In 

addition, lifestyle factors such as smoking and lack of exercise by a person have a higher susceptibility to 

coronary heart disease [3]. 

In preventing an increased risk of cardiovascular disease, physical activity and a positive lifestyle are 

important factors in preventing cardiovascular disease and improving quality of life. Decreased physical 

activity may lead to an increased burden of cardiovascular disease. Regular physical activity has been proven 

to help prevent and treat non-communicable diseases such as heart disease, stroke, diabetes, and breast and 
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colon cancer [4]. Apart from physical activity, diet modification is also one of the most important strategies 

for preventing cardiovascular disease. Implementing a healthy lifestyle such as choosing a diet can also reduce 

a person's susceptibility to cardiovascular disease [5]. 

Cardiovascular diseases, encompassing conditions like heart attacks and strokes, are often influenced 

by an individual's lifestyle. Unhealthy habits such as consuming high-fat and high-cholesterol diets, lack of 

physical activity, smoking, and stress can elevate the risk of these diseases. Research indicates that embracing 

a healthy lifestyle, including balanced dietary intake, regular exercise, abstaining from smoking, and stress 

management, can mitigate the likelihood of cardiovascular diseases[6]. Furthermore, monitoring 

cardiovascular risk factors and taking appropriate preventive measures, such as regular health check-ups and 

managing blood pressure and cholesterol levels, can also aid in preventing these diseases. Therefore, it's crucial 

for individuals to adopt a healthy lifestyle as the primary preventive measure in maintaining the health of their 

heart and blood vessels. 

Over the years, the significant development of technology and information has provided benefits in 

various fields, one of which is in the health sector. The development of technology and information in the 

health sector has shown a great contribution to improving medical support services and facilities for the people 

of Indonesia. Machine learning has created various facilities in the medical field, such as medical imaging, 

disease identification, disease diagnosis, smart health records, disease prediction, and other facilities. Medical 

teams can diagnose or predict diseases earlier and more accurately, if methods from machine learning can be 

applied optimally. 

Machine learning methods are widely applied in the fields of health and natural sciences by inputting 

biological, medical, and life science data into machine learning models for academic purposes, such as making 

decisions about patient care, developing medicines, or developing new medical methods. Classification-based 

machine learning methods are commonly used in various studies to predict events, one of which is to classify 

diseases. In classification-based machine learning methods, a type of supervised learning method is used where 

an input data set is divided into training data and target data (output) to create a prediction model based on the 

results of the level of conformity between the target or test data and the training data [7]. 

There are many types of classification techniques in machine learning methods, such as Logistic 

Regression, Naïve Bayes, K-Nearest Neighbors, Decision Tree, Support Vector Machine, and Random Forest. 

In this research, the classification technique used as the basis of the learning model is Random Forest. Random 

Forest is one of the most frequently used and powerful ensemble machine learning classification techniques in 

pattern recognition and high-dimensional classification. Random Forest has several capabilities to provide 

explanations of results based on the ranking of the input features with a superior level of accuracy. In Random 

Forest training, two parameters in the form of the number of trees and the number of features or variables that 

have been randomly selected will be used to evaluate each node in the tree [8]. Random Forest is used in this 

study to create a predictive model in cardiovascular disease.  

The Logistic Regression method is also used in this study to build a predictive model in cardiovascular 

disease. Logistic Regression is a predictive machine learning method that evaluates the relationship between 

target variables and predictor variables. The target variable or dependent variable is a variable that is categorical 

data with a nominal or ordinal scale. Predictor variables or independent variables are variables that are 

categorical data with interval or ratio scales. In Logistic Regression, the target variable is presented as a binary 

variable with a value of 1 (positive) or 0 (negative)[9]. The target variable in Logistic Regression determines 

whether a person has cardiovascular disease based on the predictor variables. 

In the research conducted by Sharma, cardiovascular disease prediction is carried out using Support 

Vector Machine, Decision Tree, Naïve Bayes, and Random Forest methods. The dataset used in the study uses 

a combination of 4 cardiovascular disease datasets from the UCI Machine Learning Repository with a total of 

about 1025 rows of data and has 14 attributes. These attributes include age, sex, cp, trestbps, chol, fbs, restecg, 

thalach, exang, oldpeak, slope, ca, thal, and num. In Sharma's research, the Random Forest method has the 

greatest accuracy rate with a value of 99%. The Support Vector Machine, Decision Tree, and Naïve Bayes 

methods received accuracy values of 98%, 85%, and 90%, respectively [10]. 

In the research conducted by Gupta, cardiovascular disease prediction is carried out using Logistic 

Regression, Support Vector Machine, Naïve Bayes, Decision Tree, K-Nearest Neighbors, and Random Forest 

methods. The dataset used in the study uses 1 cardiovascular disease dataset from the UCI Machine Learning 

Repository with a total of about 303 rows of data and has 14 attributes. These attributes include age, sex, cp, 

trestbps, chol, fbs, restecg, thalach, exang, oldpeak, slope, ca, thal, and num. In Gupta's research, the Logistic 

Regression method has the greatest accuracy with a value of 92.30%. The Support Vector Machine, Naïve 

Bayes, Decision Tree, K-Nearest Neighbors, and Random Forest methods received accuracy values of 91.20%, 

87.91%, 85.71%, 90.11%, and 85.71%, respectively[11]. 

Based on the results of previous studies, this research chooses to classify cardiovascular diseases using 

methods that have the greatest accuracy results including Random Forest and Logistic Regression. The 
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significant difference between the two previous studies and this study is that this study classifies cardiovascular 

disease with a dataset that has attributes related to lifestyle, such as physical activity status, smoking status, 

glucose level, and alcohol consumption. The cardiovascular disease dataset in this study has 70,000 rows of 

data with 12 attributes. 

Based on the discussion above, this research focuses on how Random Forest and Logistic Regression 

methods can create a machine learning model to classify whether a person is prone to cardiovascular disease. 

The two types of machine learning methods used will be compared to see which method can classify heart 

disease better. Classifying cardiovascular disease is important to prevent or reduce the probability of a person 

developing cardiovascular disease. By looking at the factors that cause the impact of cardiovascular disease, 

Indonesians can organize a healthier and more regular lifestyle and diet. Research indicates that the risk of 

cardiovascular disease can be predicted using logistic regression and random forest approaches, enabling us to 

identify the relationship between lifestyle and the likelihood of developing such diseases. 

 

 

2. PROPOSED RESEARCH   

The research method contains research procedures that will be carried out to answer the formulation 

of problems and research objectives based on a scientific foundation. Research on the classification of 

cardiovascular disease based on a person's lifestyle with machine learning classification has several stages 

shown in Figure 1. The machine learning classification method used for the classification process is divided 

into two for comparison of the best methods, namely the Random Forest and Logistic Regression methods. 

 

 
Figure 1. Research Flow Chart 

 

2.1.  Data Collection 

The data used in this study is secondary data taken from Kaggle in the form of cardiovascular disease 

datasets. The Cardiovascular Disease dataset was uploaded to Kaggle by data scientist, Svetlana Ulianova [12]. 

This dataset has a total of 70,000 rows of data with 12 columns or attributes. The attributes in the dataset 

include information related to lifestyle, such as smoking, alcohol consumption, and physical activity to measure 

their relationship to a person's likelihood of developing cardiovascular disease. Data collection was done by 

document study taken from public data provided by Kaggle. 

 

2.2.  Attribute Description 

The cardiovascular disease dataset has 12 data attributes that will be used to build a machine learning 

model to classify and analyze the relationship between lifestyle and a person's susceptibility to cardiovascular 

disease. Of the 12 attributes, 1 attribute will be selected as the target variable and the rest will be used as input 

variables or predictor variables. Table 1 shows the names of the attributes that will be used. The attribute 

selected as the target variable is the Cardiovascular Disease attribute which has a binary data type to classify 

cardiovascular disease. 

Data Collection 

Attribute 

Description 

Pre-processing 

Data 

Random Forest 
Logistic 

Regression 

Evaluation 

Assessment 

Classification 
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There are some data rows in the dataset that have unrealistic values. The dataset needs to be processed 

and some data rows that have unrealistic data need to be eliminated to improve the accuracy of the classification 

results of the likelihood of a person having cardiovascular disease. 

 

2.3.  Pre-processing Data 

The initial stage of this research is the data pre-processing stage. In the data processing stage, this 

process refers to data evaluation, data cleaning, data transformation, and selection of common features to be 

used in the machine learning model used for the data classification process. The preprocessing stage is carried 

out to improve model performance and prevent overfitting, so that it can help make it easier for the Random 

Forest and Logistic Regression methods to classify data and produce a high level of accuracy. Several steps 

are taken in the data pre-processing process, such as: 

 

Table 1. Attributes in the Dataset 
No. Attribute Name Description Value 

1. Age (age) Patient age (days) 10798 days to 23713 days 

2. Height (height) Patient height (cm) 55 cm to 250 cm 

3. Weight (weight) Patient weight (kg) 10 kg to 200 kg 

4. Gender (gender) Patient gender 
1: female 

2: male 

5. 
Systolic Blood Pressure 

(ap-hi) 

Systolic blood pressure 

(mmHg) 
-150 mmHg to 16020 mmHg 

6. 
Diastolic Blood Pressure 

(ap-lo) 

Diastolic blood pressure 

(mmHg) 
-70 mmHg to 11000 mmHg 

7. Cholesterol (cholesterol) Cholesterol level 

1: normal 

2: above normal 

3: significantly above normal 

8. Glucose (gluc) Blood glucose level 

1: normal 

2: above normal 

3: significantly above normal 

9. Smoking (smoke) Smoking status 
0: not smoking 

1: smoking 

10. Alcohol Intake (alco) Alcohol consumption status 
0: no alcohol consumption 

1: consuming alcohol 

11. Physical Activity (active) Physical activity status 
0: not physically active 

1: physically active 

12. 
Cardiovascular Disease 

(cardio) 

Presence of cardiovascular 

disease 

0: no cardiovascular disease 

1: have cardiovascular disease 

  

2.3.1. Missing Value Imputation 

Missing value imputation techniques are divided into 2 types, namely statistical-based or machine 

learning-based techniques. In this research, a machine learning-based imputation technique is chosen to fill in 

the missing values in the dataset. According to[13] Wei-Chao Lin, it is suggested that when the dataset is 

divided into training and testing data to search for missing data, it is more practical to make both types of data 

incomplete rather than focusing on only one type of data. After the missing value imputation process is 

performed, the divided and processed dataset can be used for the classification process [14]. In this research, 

data rows that have a value of N/A or do not contain any data at all become the missing value criteria that will 

be imputed with the median or average method depending on the type of value distribution of each attribute. 

 

2.3.2. Outlier Detection 

Machine learning models, especially the Random Forest classification method, are sensitive to 

outliers. Outliers tend to emphasize statistical rarities and deviations. In machine learning, outliers refer to 

erroneous data points that make machine learning models more difficult to fit [15]. Outliers in the data will be 

removed to develop the desired machine learning model. 
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2.3.3. Extreme Data Value Checking 

After the removal of outlier data, if the data content of the cardiovascular disease dataset still has 

patient data with unrealistic values or data with extreme values, these rows of data will be removed 

automatically by imposing upper and lower value limits on each problematic attribute. However, attributes that 

have binary data types will not be given value limits because they already have table values. 

 

2.4.  Classification Process 

2.4.1. Logistic Regression 

The data is preprocessed to remove missing values, convert categorical variables into numerical 

variables, and standardize the data. After preprocessing, the dataset needs to be split into training and testing 

data. The training data is used as input into the Logistic Regression method to train the machine learning model, 

while the testing data is used to evaluate the performance of the Logistic Regression method-based machine 

learning model in classifying cardiovascular diseases. The scikit-learn library in Python provides a function to 

split the data into training and testing sets. Furthermore, Logistic Regression needs to be defined and trained. 

In this study, the proportion of training data and testing data will be divided into several percentage 

combinations to see what percentage division has the least False Positive and False Negative results. This is to 

ensure that the classification results provided by the machine learning model are better. 

 In the classification process for Logistic Regression, different combinations of parameters will be 

tested to see which combination of parameters can produce the best Logistic Regression classification model. 

Training a logistic regression model involves estimating the parameters (weights) that best relate the feature 

variables to the probability of the target variable being in a particular class. Here's a formal model for the 

training process of logistic regression: 

a. Model Specification 

Given a dataset 𝐷 = {(𝑥1, 𝑦1), (𝑥2, 𝑦2), … … … . , (𝑥𝑛, 𝑦𝑛)}, where 𝑥1 represents the feature vector of 

the 𝑖 − 𝑡ℎ instance, and 𝑦𝑖 𝜖 {0,1} represents the corresponding binary class label for each instance 𝑖, 

logistic regression models the probability that 𝑦
𝑖

= 1 given 𝑥𝑖 as follows eqution (1): 

                                                           𝑃 (𝑦𝑖 = 1 | 𝑥𝑖; 𝜃) =  𝜎 (𝜃𝑇𝑥𝑖)                                                      (1) 

where: 

i. 𝜎(𝑧) =  
1

1+𝑒−𝑧 is the logistic (sigmoid) function. 

ii. 𝜃 is the parameter vector (including the intercept term), and 𝜃𝑇𝑥𝑖 denotes the dot product between 𝜃 

and 𝑥𝑖. 

b. Objective Function (Loss Function) 

The objective of training is to find the parameter vector 𝜃 that maximizes the likelihood (or equivalently, 

minimizes the negative log-likelihood) of the observed data in equation (2): 

 

                                𝐿(𝜃) =  ∑ |𝑦𝑖 log(𝜎(𝜃𝑇𝑥𝑖)) + (1 −  𝑦𝑖) log(1 − 𝜎(𝜃𝑇𝑥𝑖))𝑛
𝑖=1 |                            (2) 

 

The negative log-likelihood, often used as the loss function to be minimized, is equation (3): 

 

                                                                  𝐽(𝜃) =  − 
1

𝑛
 𝐿 (𝜃)                                                                 (3) 

c. Optimization 

The optimization of 𝐽(𝜃) with respect to 𝜃 can be performed using various optimization algorithms. The 

most common method is gradient descent (or its variants like stochastic gradient descent, mini-batch 

gradient descent, etc.). The gradient of 𝐽(𝜃) with respect to 𝜃 is equation (4): 

 

                                                    ▽𝜃 𝐽(𝜃) =  − 
1

𝑛
 ∑ (𝑥𝑖(𝑦𝑖 −  𝜎(𝜃𝑇𝑥𝑖)))𝑛

𝑖=1                                            (4) 

 

The update rule for gradient descent is equation (5):  

𝜃 : = 𝜃 − 𝛼 ▽𝜃 𝐽(𝜃)       (5) 

where 𝛼 is the learning rate, a hyperparameter that determines the step size at each iteration in the 

parameter space. 

d. Regularization 
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To prevent overfitting, regularization terms might be added to the loss function. For example, 𝐿2 

regularization leads to equation (6):  

𝐽𝑟𝑒𝑔 (𝜃) = 𝐽 (𝜃) +  
𝜆

2𝑛
 ||𝜃||2                                               (6) 

where 𝛼 is the regularization strength. 

e. Convergence 
The training process continues iteratively updating 𝜃 until convergence, i.e., when changes in the loss 

function or in the parameters 𝜃 fall below a pre-defined threshold, or a maximum number of iterations is 

reached. 

This formal model encapsulates the fundamental aspects of training logistic regression models, from the 

specification of the model through to the optimization and regularization strategies. 

The scikit-learn library provides a LogisticRegression class that can be used for this purpose. The 

machine learning model is trained on the training set using the fit () function, which estimates the model 

parameters. Once the model is trained, it is evaluated on the test set. This is done by classifying the class label 

for the test set using the predict () function and comparing it with the actual class label. In addition, the 

GridSearchCV (Grid Search Cross-Validation) function is also provided from the scikit-learn library which is 

used to display the best combination of parameters. Finally, evaluation metrics will be used to assess the 

performance of the model, such as accuracy, precision, recall, and F1 score. 

 

2.4.2. Random Forest 

 Machine learning modeling with the Random Forest method will be built with the Python 

programming language. In building the Random Forest method, the data will be divided into training data and 

testing data. Random Forest has Information Gain and Entropy measurement variables to determine the quality 

of features when splitting data. Information Gain in machine learning is used to select features with the best 

relevance. If a feature has an information gain value below the threshold, it will be removed [16]. Entropy is a 

tool for extracting incorrect or inappropriate features. Features in a dataset are measured based on their impurity 

by looking at their high or low entropy level. A dataset that has high entropy is considered impure, and vice 

versa. Entropy is calculated based on the proportion of each class in the data [17].  

In this research, the type of feature assessment criteria in data separation used for the Random Forest 

classification method is Entropy. Training a random forest model involves several steps. Here's a formal model 

for the training process as follow: 

𝐿𝑒𝑡 𝐷 = {(𝑥1, 𝑦1), (𝑥2, 𝑦2), … … … . , (𝑥𝑛 , 𝑦𝑛)}   be the training dataset, where 𝑥1 represents the features and 

𝑦1 represents the corresponding labels. Each 𝑥𝑖 is a vector of features, and each 𝑦𝑖  is the corresponding label. 

1. Bootstrap Sampling (Bagging):  

𝐹𝑜𝑟 𝑡 = 1 𝑡𝑜 𝑇 (number of trees in the forest): 

           Sample a bootstrap dataset 𝐷𝑡  of size 𝑛 from 𝐷 with replacement. 

2. Tree Construction: 

     For each 𝑡 : 

a. Randomly select a subset of features of size 𝑚 (typically √𝑝 for classification and 
𝑝

3
 for regression, 

where 𝑝 is the total number of features). 

b. Using the bootstrap dataset 𝐷𝑡  and the selected subset of features, grow a decision tree 𝑇𝑡 recursively as 

follows: 

           At each node: 

i. Select the best feature among the randomly chosen subset based on a splitting criterion (e.g., Gini 

impurity for classification, mean squared error for regression). 

ii. Split the node into child nodes based on the selected feature. 

iii. Repeat the process recursively until a stopping criterion is met (e.g., maximum depth reached, 

minimum samples per leaf reached). 
3. Model Aggregation: 

    The trained trees 𝑇1, 𝑇2, … … … , 𝑇𝑇  form the random forest model. 

a. For classification: 

For each input 𝑥 : 

i. 𝐿𝑒𝑡 𝑝𝑡𝑖be the probability of 𝑥 belonging to class according to tree 𝑇𝑡. 

ii. Aggregate predictions by taking the majority class among all trees. 

b. For regression: 

For each input 𝑥 
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i. 𝐿𝑒𝑡 𝑦𝑡𝑖be the predicted value of 𝑥 according to tree 𝑇𝑡.  

ii. Aggregate predictions by taking the average (or median) of all 𝑦𝑡𝑖  values across trees.  

This formal model outlines the process of training a random forest, which involves bootstrapping, constructing 

multiple decision trees with random feature subsets, and aggregating their predictions. 

Several Python libraries are imported to process data and run the Random Forest classification 

function, such as numpy, pandas, matplotlib, and sklearn. Generally, the LabelEncoder function in sklearn is 

used in data processing before feeding the data into the classification method to convert categorical variables 

into numerical variables. However, the cardiovascular disease dataset does not have attributes containing 

categorical variables, so the sklearn function is only used to prepare the data for input to the Random Forest 

method, such as separating the data into training and testing data. In the Random Forest method, the proportion 

of training data and testing data will also be divided into several percentage combinations to see what 

percentage division has the least False Positive and False Negative results just like the Logistic Regression 

method. 

 In the classification process for Random Forest, several different combinations of parameters will be 

tested to see which combination of parameters can produce a Random Forest classification model. The 

GridSearchCV (Grid Search Cross-Validation) function from the scikit-learn library is used to display the best 

parameter combinations. The processed data will be entered into the Random Forest classification method with 

a different number of n_estimators to compare which accuracy results are the highest. In sklearn, the 

n_estimators command is the number of decision trees that will be made before taking the most votes or the 

average classification results from each decision tree. The classification results of the Random Forest method 

will be measured by evaluation metrics to assess the performance of machine learning models, such as 

accuracy, precision, recall, and F1 score. 

 

2.5.  Evaluation Assessment 

 Assessment evaluation is made to compare the accuracy results obtained between the Random Forest 

and Logistic Regression methods. The evaluation is based on the Confusion Matrix obtained from the 

classification results of each machine learning method. The assessment evaluation is built with Python 

programming with metrics features from the sklearn library. The assessment evaluation will be used to assess 

the accuracy of cardiovascular disease classification, such as accuracy, precision, recall, and F1-score. The 

calculation of the evaluation assessment can refer to the equation formula in the literature review chapter in 

sub-chapter 2.5. The machine learning method with the highest accuracy result will be selected as the best 

classification method in classifying a person's susceptibility to cardiovascular disease. 

 

3. RESULTS AND DISCUSSION  

3.1.  Data Pre-Processing Results  

 The id attribute in the dataset was removed as it was not used. The dataset was checked to find and 

remove duplicate data rows. Then, in processing the numeric data attributes, such as age, height, weight, ap_hi, 

and ap_lo, they were calculated to find the interquartile range based on the 1st and 3rd quartile values of each 

attribute. These values will be used to find the upper and lower outliers that will be removed from the data. 

Then, in the Systolic Blood Pressure (ap-hi) and Diastolic Blood Pressure (ap-lo) attributes, there are data rows 

with extreme values that are removed from the dataset. Data rows with ap_hi attribute values exceeding 250 

and less than 0 were removed from the dataset, while for the ap_lo attribute, data rows with values exceeding 

200 and less than 0 were removed. In the process of handling missing values, the SimpleImputer feature of the 

Scikit-learn module was used to replace missing values by using the median value in each column. There are 

no empty values in the dataset, but there are 23 rows that have duplicate sets of values. In addition, the number 

of deleted data rows after the outlier and extreme data removal process amounted to 7498 data rows with the 

total data rows being 62478 data rows. 

 In this research, the BMI attribute is created by calculating the weight and height attributes and added 

to the data frame. The BMI formula used in this study uses BMI with a metric system. The total rows and 

columns in the dataset that will be used for the Logistic Regression and Random Forest classification process 

are 62478 rows of data with 13 columns or attributes. All data rows in the dataset do not have empty or missing 

values for the processing of both machine learning methods. 

 In Figure 2, the heatmap table is used to show the degree of correlation each attribute has. Some 

significant correlations can be seen, such as: 

1) Height attributes have a strong correlation with gender attributes 

2) Attribute weight has a very strong correlation with attribute bmi 

3) The ap_lo attribute has a strong correlation with the ap_hi attribute 

4) The ap_hi attribute has a strong correlation with the cardio attribute 
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5) The smoke attribute has a strong correlation with the gender attribute 

6) The gluc attribute has a strong correlation with the cholesterol attribute 

7) The cholesterol attribute has a strong correlation with the cardio attribute 

8) The ap_lo attribute has a strong correlation with the cardio attribute 

 

 
Figure 2. Heatmap of Data Attributes 

 

 In Table 2, the numeric attributes are described to see the mean, min, max, distinct, and std values. 

Table 3 describes the frequency of categorical attribute values in the dataset. Glucose (gluc), Smoke, and 

Alcohol Intake (alco) attributes have unbalanced values, i.e. one value or category has a very high frequency 

compared to other values or categories. 

 

Table 2. Description of Numeric Attribute Values in the Data 
 Mean Min Max Distinct STD 

Age 19493.854 14282 23713 7992 2458.222 

Height 164.40606 143 186 44 7.5324356 

Weight 73.184049 40 107 68 12.273306 

BMI 26.628765 13 50 38 4.5841866 

Ap-Hi 126.42296 90 170 75 14.292042 

Ap-Lo 81.699958 65 105 41 7.6746608 

 

Table 3. Frequency of Categorical Attribute Values in the Data 

 0 1 2 3 

Gender  40694 21784  

Cholesterol  47187 8224 7067 

Glucose  53381 4403 4694 

Smoke 57081 5397   

Alcohol Intake 59217 3261   

Physical Activity 12227 50251   

Cardiovascular Disease 31615 30863   
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3.2.  Logistic Regression Results 

Before the dataset is entered into the Logistic Regression model, the dataset is divided into training 

data and testing data into 4 types of percentage distribution for the iteration process. The percentage distribution 

of training and testing datasets of the whole dataset is divided into 0.6 and 0.4 (60% and 40%); 0.7 and 0.3 

(70% and 30%); 0.8 and 0.2 (80% and 20%); 0.9 and 0.1 (90% and 10%). In the Logistic Regression process, 

features are used from the Scikit-learn module, namely StandardScaler, GridSearchCV, and 

LogisticRegression. After the training and testing data were standardized with StandardScaler, the 

LogisticRegression process was run using various combinations of parameters. Table 4 shows the parameters 

and their values used in the LogisticRegression process. 

 

Table 4. Parameters Used for Logistic Regression Method 
Parameter Tested Parameter Values 

Penalty l1, l2, dan elasticnet 

C 0.01, 0.1, dan 1.0 

class_weight None dan balanced 

fit_intercept True dan False 

tol 1e-4, 1e-3, dan 1e-2 

warm_start True dan False 

l1_ratio 0.0, 0.5, dan 1.0 

  

 In processing various combinations of parameter values for LogisticRegression, the GridSearchCV 

feature is used so that the results released by the machine learning model are only the best results from all 

combinations of parameter values (Pedegrosa et al., 2011). Table 5 shows the best parameters used for each 

percentage distribution of the test data. 

 

Table 4. Best Parameter Selection for Logistic Regression 
Testing Data 

Distribution 
C class_weight fit_intercept l1_ratio penalty tol warm_start 

40% 1.0 balanced True 0.5 elasticnet 0.0001 True 

30% 1.0 balanced True 0.0 l1 0.0001 True 

20% 0.1 balanced True 0.5 elasticnet 0.01 True 

10% 1.0 balanced True 0.0 l2 0.001 True 

 

3.2.1. Classification Results of 40% Testing Data Distribution 

 Table 5 shows the confusion matrix results for the 40% test data distribution with an error value of 

27.64%. Table 6 shows 5 important attributes based on the largest feature importance value. The attribute that 

most influences the classification process is the ap_hi attribute. 

 

Table 5. Confusion Matrix Distribution of Testing Data 40% of Total Data 
 Predicted Negative Predicted Positive 

Actual Negative 10016 

(True Negative) 

2737 

(False Positive) 

Actual Positive 4172 

(False Negative) 

8067 

(True Positive) 

Error Formula 

𝐸𝑟𝑟𝑜𝑟 =
𝐹𝑁 + 𝐹𝑃

𝑇𝑁 + 𝑇𝑃 + 𝐹𝑁 + 𝐹𝑃
 

𝐸𝑟𝑟𝑜𝑟 =
4172 + 2737

8067 + 10016 + 4172 + 2737
 

Error 0.2764484635 atau 27.64% 
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Table 6. Attributes with Highest Feature Importance Value 
Attribute Value 

ap_hi (Systolic Blood Pressure) 0.884450 
cholesterol 0.342455 

age 0.330550 

weight 0.264142 
bmi 0.115820 

 

 Table 6 shows the values of the 5 attributes that have the highest feature importance values. The 

feature importance method used is the dependent feature importance model for logistic regression. 

 

 
Figure 3. Sigmoid Graph of 40% Testing Data Distribution 

 

Figures 3, 4, 5, and 6 depict the Sigmoid graph of testing data distribution for true samples and false 

samples. The x-axis represents the probability of the data, and the y-axis represents the model output consisting 

of values 0 and 1. A value of 0 indicates the class without cardiovascular disease, while a value of 1 indicates 

the class with cardiovascular disease. The data distribution shows points above or below the sigmoid curve. 

These points are interpreted as points above the sigmoid curve representing data predicted as positive class, 

while points below the sigmoid curve represent data predicted as negative class. Meanwhile, the red line is 

interpreted as the separating line between two different classes or data groups, namely positive class, and 

negative class. To determine positive and negative classes based on their probability values. If the probability 

is below 0.5, then the data has a value of 0, meaning the data belongs to the class without cardiovascular 

disease, and if the probability is above 0.5, then the data has a class of 1, meaning the data belongs to the class 

with cardiovascular disease. The red line also represents a trend or pattern in the data. The data used shows a 

trend or pattern of population growth, where in this case it represents the growth or increase in the probability 

of someone being affected by cardiovascular disease.  

 

Table 7. Data Description of Sigmoid Graph 

Sample 
Color 

Point 
Axis Position Description 

True Positive Blue 
y = 1 

0.5 < x < 1 

Correct classification result that the patient has cardiovascular disease. 

True Negative Green 
y = 0 

0 < x < 0.5 

Correct classification result that the patient does not have cardiovascular disease. 

False Positive Orange 
y = 1 

0.5 < x < 1 

Incorrect classification result that the patient has cardiovascular disease. 

False Negative Red 
y = 0 

0 < x < 0.5 

Incorrect classification result that the patient does not have cardiovascular disease. 

  

 Table 7 explains the description of the sigmoid graph. The y-axis represents the cardiovascular disease 

classification result with a value of 0 indicating the patient does not have cardiovascular disease and a value of 

1 indicating the patient has cardiovascular disease. The x-axis represents the range of probability values of 

samples belonging to the output class 0 or 1 with a probability value of 1 representing a definite classification 

of having cardiovascular disease and 0 representing a definite classification of not having cardiovascular 

disease. In the graph, True Samples are the data results that were successfully classified correctly (True 

Positives and True Negatives) and False Samples are the data results that were misclassified with the true 

results (False Positives and False Negatives). 
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3.2.2 Classification Results of 30% Testing Data Distribution 

 Table 8 shows the confusion matrix results for the 30% test data distribution with an error value of 

27.47%. Table 9 shows 5 important attributes based on the largest feature importance value. The attribute that 

most influences the classification process is the ap_hi attribute. 

 

Table 8. Confusion Matrix Distribution of Testing Data 30% of Total Data 
 Predicted Negative Predicted Positive 

Actual Negative 7561 

(True Negative) 

2037 

(False Positive) 

Actual Positive 3113 
(False Negative) 

6033 
(True Positive) 

Error 0.2747545881 atau 27.47% 

 

Table 9. Five Attributes with the Highest Feature Importance Value 
Attribute Value 

ap_hi (Systolic Blood Pressure) 0.884450 

cholesterol 0.342455 

age 0.330550 

weight 0.264142 

bmi 0.115820 

 

 
Figure 4. Sigmoid Distribution Graph of 30% Testing Data 

 

3.2.3. Classification Results of 20% Testing Data Distribution 

 Table 10 shows the confusion matrix results for 20% test data distribution with an error value of 

26.98%. Table 11 shows 5 important attributes based on the largest feature importance value. The attribute that 

most influences the classification process is the ap_hi attribute. 

Table 10. Confusion Matrix Distribution of Testing Data 20% of Total Data 

 Predicted Negative Predicted Positive 

Actual Negative 
5082 

(True Negative) 
1350 

(False Positive) 

Actual Positive 
2022 

(False Negative) 

4042 

(True Positive) 

Error 0.2698463508 atau 26.98% 

 

Table 11. Five Attributes with the Highest Feature Importance Value 

Attribute Value 

ap_hi (Systolic Blood Pressure) 0.884450 

cholesterol 0.342455 

age 0.330550 

weight 0.264142 

bmi 0.115820 
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Figure 5. Sigmoid Distribution Graph of 20% Testing Data 

 

3.2.4 Classification Results of 10% Testing Data Distribution 

 Table 12 shows the confusion matrix results for the 10% test data distribution with an error value of 

26.92%. Table 13 shows 5 important attributes based on the largest feature importance value. The attribute that 

most influences the classification process is the ap_hi attribute. 

 

Table 12. Confusion Matrix Distribution of Testing Data 10% of Total Data 
 Predicted Negative Predicted Positive 

Actual Negative 
2551 

(True Negative) 

677 

(False Positive) 

Actual Positive 
1005 

(False Negative) 
2015 

(True Positive) 

Error 0.269206146 atau 26.92% 

 

Table 13. 5 Attributes with the Highest Feature Importance Value 
Attribute Value 

ap_hi (Systolic Blood Pressure) 0.884450 

Cholesterol 0.342455 

Age 0.330550 

Weight 0.264142 

Bmi 0.115820 

 

 
Figure 6. Sigmoid Graph of 10% Testing Data Distribution 

 

In Table 14, the results of accuracy, precision, recall, and f1-score values for each percentage of test 

data distribution are shown. The best accuracy results obtained for the Logistic Regression model were obtained 

at a percentage distribution of 10% test data with an accuracy value of 73.07%. 

 

Table 14. Results of the Logistic Regression Method Evaluation Matrix 
Testing Data Distribution Accuracy Precision Recall F1-Score 

40% 72,35% 74,66% 65,91% 70,01% 

30% 72,52% 74,75% 65,96% 70,08% 
20% 73,01% 74,96% 66,65% 70,56% 

10% 73,07% 74,85% 66,72% 70,55% 
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3.3.  Random Forest Results 

Before the dataset is input into the Random Forest model, the dataset is divided into training data and 

testing data into 4 types of percentage distribution for the iteration process. The percentage distribution of 

training and testing datasets of the whole dataset is divided into 0.6 and 0.4 (60% and 40%); 0.7 and 0.3 (70% 

and 30%); 0.8 and 0.2 (80% and 20%); 0.9 and 0.1 (90% and 10%). In the Random Forest process, features are 

used from the Scikit-learn module, namely StandardScaler, GridSearchCV, and RandomForestClassifier. After 

the training and testing data were standardized with StandardScaler, the RandomForestClassifier process was 

run using various combinations of parameters. Table 15 shows the parameters and their values used in the 

RandomForestClassifier process. 

 

Table 15. Parameters Used for Random Forest Method 
Parameter Tested Parameter Values 

n_estimators 50, 100, 150, 300, dan 500 

max_depth 10, 15, dan 20 

min_samples_split 2, 3, dan 5 

min_samples_leaf 2, 3, dan 5 

max_samples 0.4, 0.5, dan 0.7 

max_features sqrt, log2, dan None 
min_weight_fraction_leaf 0.2, 0.3, dan 0.5 

criterion gini dan entropy 

ccp_alpha 0.0 dan 0.1 

 

In processing various combinations of parameter values for the RandomForestClassifier, the 

GridSearchCV feature is used so that the results released by the machine learning model are only the best 

results from all combinations of parameter values. The Random Forest classification process requires a very 

long processing time compared to the Logistic Regression classification process due to the large number of 

parameter combinations. Table 16 shows the best parameters used for each percentage of the test data 

distribution. 

 

Table 16. Best Parameter Selection for Random Forest 

Testing Data 
Distribution 

criterion 
max_ 
depth 

max_ 
features 

max_ 
samples 

min_ 

samples_ 

leaf 

min_ 

samples_ 

split 

min_ 

weight_ 
fraction_ 

leaf 

n_ 
estimators 

40% entropy 10 sqrt 0.5 2 2 0.3 100 

30% entropy 10 sqrt 0.4 2 2 0.2 50 

20% entropy 10 sqrt 0.4 2 2 0.2 50 

10% entropy 10 sqrt 0.5 2 2 0.3 100 

 

3.3.1 Classification Results of 40% Testing Data Distribution 

 Table 17 displays the confusion matrix results for the 40% test data distribution with an error value 

of 26.92%. The feature importance value obtained for the 40% test data distribution is only found in one 

attribute, namely the ap_hi (Systolic Blood Pressure) attribute with a feature importance value of 

0.2091816048. The feature importance method used is the dependent feature importance model for random 

forests. 

 

Table 17. Confusion Matrix Distribution of Testing Data 40% of Total Data 
 Predicted Negative Predicted Positive 

Actual Negative 10333 

(True Negative) 

2420 

(False Positive) 

Actual Positive 4805 
(False Negative) 

7434 
(True Positive) 

Error 0.2890925096 atau 28.90% 

 

4.3.2 Classification Results of 30% Testing Data Distribution 

 Table 18 displays the confusion matrix results for the 30% test data distribution with an error value 

of 28.77%. The feature importance value obtained for the 30% test data distribution is only found in one 

attribute, namely the ap_hi (Systolic Blood Pressure) attribute with a feature importance value of 

0.2100512164. 
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Table 18. Confusion Matrix Distribution of Testing Data 30% of Total Data 
 Predicted Negative Predicted Positive 

Actual Negative 7787 
(True Negative) 

1811 
(False Positive) 

Actual Positive 3582 

(False Negative) 

5564 

(True Positive) 
Error 0.2877187367 atau 28.77% 

 

4.3.3 Classification Results of 20% Testing Data Distribution 

 Table 19 displays the confusion matrix results for the 20% test data distribution with an error value 

of 28.21%. The feature importance value obtained for the 20% test data distribution is only found in one 

attribute, namely the ap_hi (Systolic Blood Pressure) attribute with a feature importance value of 

0.2149861289. 

 

Table 19. Confusion Matrix of Testing Data Distribution 20% of Total Data 
 Predicted Negative Predicted Positive 

Actual Negative 5236 

(True Negative) 

1196 

(False Positive) 

Actual Positive 2330 

(False Negative) 

3734 

(True Positive) 

Error 0.2821702945 atau 28.21% 

 

4.3.4 Classification Results of 10% Testing Data Distribution 

Table 20 displays the confusion matrix results for the 10% test data distribution with an error value 

of 28.12%. The feature importance value obtained for the 10% test data distribution is only found in one 

attribute, namely the ap_hi (Systolic Blood Pressure) attribute with a feature importance value of 

0.2146286812. 

 

Table 20. Confusion Matrix of Testing Data Distribution 10% of Total Data 
 Predicted Negative Predicted Positive 

Actual Negative 2614 

(True Negative) 

614 

(False Positive) 
Actual Positive 1143 

(False Negative) 

1877 

(True Positive) 

Error 0.2812099872 atau 28.12% 

  

In Table 21, the results of accuracy, precision, recall, and f1-score values for each percentage of test 

data distribution are shown. The best accuracy results obtained for the Random Forest model were obtained at 

a percentage distribution of 10% test data with an accuracy value of 71.87%. 

 

Table 21. Random Forest Evaluation Matrix Results 
Testing Data Distribution Accuracy Precision Recall F1-Score 

40% 71,09% 75,44% 60,74% 67,29% 

30% 71,22% 75,44% 60,83% 67,35% 

20% 71,78% 75,74% 61,57% 67,92% 
10% 71,87% 75,35% 62,15% 68,11% 

 

3.4.  Comparison of Random Forest and Logistic Regression Method Results 

This research involves twelve factors or attributes that affect the risk of cardiovascular disease as 

variables to build Logistic Regression and Random Forest classification models. Among these variables, a 

significant relationship was found between variables and variables or attributes of cardiovascular disease. This 

study uses Logistic Regression and Random Forest as methods to classify cardiovascular disease based on the 

available attributes. By comparing the two methods, the Logistic Regression method is a more effective and 

efficient algorithm in classifying cardiovascular disease compared to the Random Forest method. 

In the process of finding the best parameter combination for the Random Forest and Logistic 

Regression methods, the process of finding parameter combinations for the Random Forest method takes quite 

a long time. The total combination of Random Forest parameters that need to be tested is 14,580 parameter 

combinations. The time required in the Random Forest method to produce a judgment evaluation for one 

distribution of test data can take about 4 or 8 hours to more than a day depending on the number of parameter 

combinations tested. Meanwhile, the process of finding parameter combinations in the Logistic Regression 

method takes a faster time. The total combination of Logistic Regression parameters that need to be tested is 

648 parameter combinations. The time required in the Logistic Regression method to produce an assessment 

evaluation with one distribution of test data can take about 30 minutes to 1 hour. 
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Table 22. Comparison Table of Logistic Regression and Random Forest Results 

Testing 

Data 
Distribution 

Training 

Data 
Distribution 

Accuracy Precision Recall F1-Score 

LR RF LR RF LR RF LR RF 

40% 60% 72,35% 71,09% 74,66% 75,44% 65,91% 60,74% 70,01% 67,29% 

30% 70% 72,52% 71,22% 74,75% 75,44% 65,96% 60,83% 70,08% 67,35% 
20% 80% 73,01% 71,78% 74,96% 75,74% 66,65% 61,57% 70,56% 67,92% 

10% 90% 73,07% 71,87% 74,85% 75,35% 66,72% 62,15% 70,55% 68,11% 

Previous research [17] 72% (69 –71) %       
Previous research [18] - 71.91%       

 

Based on Table 22, both methods got the highest accuracy results on the distribution of test data by 

10% of the total dataset. The Logistic Regression method gets an accuracy result of 73.07% with an error rate 

of 26.92%. The Random Forest method gets an accuracy result of 71.87% with an error rate of 28.12%. By 

modeling data and classifying data using Logistic Regression and Random Forest, it was found that not all 

attributes have a significant influence on the classification model of cardiovascular disease. In the Logistic 

Regression method with a 10% test data distribution, the 5 attributes that have the highest feature importance 

values are ap-hi, age, cholesterol, weight, and ap-lo. While in the Random Forest method with a 10% 

distribution of test data, the attribute that appears to have the highest feature importance value is owned by the 

ap-hi attribute. This is in accordance with the statement of the Centers for Disease Control and Prevention 

(CDC) that blood pressure, especially high blood pressure, is a major risk factor for cardiovascular disease and 

causes more than 10 million deaths worldwide each year [19].  

 

 

4. CONCLUSION  

Based on the previous description, it can be concluded in the research "Classification of 

Cardiovascular Diseases Based on Lifestyle Using Random Forest and Logistic Regression Methods" is 

cardiovascular disease is significantly associated with lifestyle factors, as evidenced by the feature importance 

values of the data attributes indicating their correlation with cardiovascular disease. Additionally, attributes 

such as weight, BMI, and gender exhibit strong associations with lifestyle factors or cardiovascular disease. 

Pre-processing of the cardiovascular disease dataset is essential for accurate classification. This involves 

handling missing values through imputation, identifying, and removing outliers and extreme data points. After 

pre-processing, the dataset contains 62,478 data rows, ensuring a more robust dataset for classification. These 

steps aim to minimize noise or abnormal data, thereby enhancing the accuracy of classification results. The 

processed dataset is then utilized for classification using machine learning methods, assessing attribute 

importance through feature importance, and evaluating classification outcomes. Logistic Regression 

outperforms Random Forest in accurately classifying cardiovascular disease based on lifestyle attributes from 

the available dataset. Both methods achieve their highest accuracy when the dataset is divided into 90% training 

data and 10% testing data. The Logistic Regression method attains a maximum accuracy of 73.07%, whereas 

the Random Forest method achieves a maximum accuracy of 71.87%. 
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