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ABSTRACT

Skin disorders constitute a noteworthy public health concern globally, with
earnest impacts on both physical and mental well-being. However, effective
dermatological care faces challenges in resource-limited regions due to poor in-
frastructure, limited access to medical facilities & expertise, and inadequate ad-
vanced diagnostic tools. The existing research work majorly focuses on cancer
and uncommon skin diseases with models trying to achieve a higher training ac-
curacy with no regards to misclassification rate. The products currently available
in the market provide a limited initial diagnosis and suggest consulting a doc-
tor to get an accurate diagnosis or offer a list of other possible skin disorders.
To address these challenges, we propose DermAI, an innovative AI-based Chat-
bot made entirely of open-source technologies, which integrates the ResNet-
50 model and LLM via Chainlit, with Retrieval Augmented Generation(RAG),
utilising AstraDB vector database and OpenAI embedding model for person-
alised responses. enabling accurate classification of common skin diseases. The
proposed DermAI ensures minimal misclassification and comprehensive cover-
age of diseases, leveraging Retrieval-Augmented Generation and comparative
model analysis. The metrics indicate that the model has a high true positive rate,
with a misclassification rate of 2.17%, mean sensitivity, specificity & AUC of
92.6%, 99.8% & 99.9% respectively. This is demonstrated in the situations of
melanoma, chickenpox, shingles, impetigo, and nail fungus, where it obtained
100% validation accuracy, a feat not attained by previous studies. Additionally,
the model is highly capable of correctly identifying negative cases. The hallu-
cination metric suggests the model may have a minimal tendency to hallucinate
as the average hallucination score of 7% which falls far within the manually set
threshold value of 50%. By setting the threshold value to 50%, the model gener-
ates grounded answers that are pertaining to the knowledge base and also allows
it to be flexible with its responses. Overall, DermAI outperforms all solutions
proposed in research literature.

Copyright © 2024 Institute of Advanced Engineering and Science.
All rights reserved.

Corresponding Author:

Shubhangi Pravin Kharche.
Department of Electronics & Computer Science, SIES Graduate School of Technology.
Nerul, Navi Mumbai, India.
Email: shubhangik@sies.edu.in

1. INTRODUCTION
Skin health is an essential aspect of our overall well-being, and dermatological issues can have a sig-

nificant impact on our quality-of-life (QoL). However, accessing timely and accurate information about skin
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conditions can sometimes be challenging. Skin diseases should be tackled as soon as possible because it can
result in increased risk of other health problems, such as heart disease, stroke, and diabetes [1]. To address
these challenges and to empower individuals to take better care of their skin, the paper proposes an AI based
chatbot termed DermAI. All Previous efforts in existing literature could only classify the severity of skin lesions
but not the other skin-related diseases. If the segmentation of the diseased area is computed together with the
classification of skin diseases, the treatment of patients will be more effective. Numerous challenges, including
geographical barriers, scarcity of dermatologists in rural regions [2], scheduling constraints, and more, hinder
individuals from accessing timely and expert guidance for their skin-related concerns. Furthermore, current
research predominantly focuses on cancer and rare skin diseases, prioritising training accuracy over minimis-
ing misclassification rates. What’s lacking are highly accurate OpenAI-based chatbot solutions for various skin
disease detection, readily integrable into telemedicine platforms. The intent of our research implementation is
to develop & provide a system that can be utilized to diagnose skin diseases autonomously utilising the im-
ages captured through cell phone cameras. The system can help the users understand various skin conditions,
symptoms, and treatment options. The system also empowers the user with self-care tips, preventive measures,
and lifestyle choices to maintain healthy skin. Hence creating a cost-efficient system that can help diagnose
skin disease in rural areas with fewer facilities, thereby optimising healthcare resources. To facilitate disease
classification, DermAI integrates ResNet-50 [3], a DL model trained with a diverse dataset of common skin
disease images. The ResNet-50 model is integrated into the system using Chainlit [4], an open-source Python
package that enables seamless integration of machine learning models into production-ready conversational AI
applications. This integration ensures efficient and effective disease diagnosis directly from user-captured im-
ages. Trying to tackle the limitations of existing work, a comparative study of five different models (ResNet-50,
VGG-19, Inception-V3, MobileNet-V2, and EfficientNet-B4) for the common diseases’ dataset was performed
and recorded. DermAl utilizes sophisticated technologies like Retrieval Augmented Generation (RAG), Ope-
nAI’s embedding model, and AstraDB [5], which acts as the foundation for knowledge storage and retrieval
within DermAl, to enhance conversation between the system and user. RAG is integrated into DermAI to pro-
vide contextual understanding and improve the accuracy of disease classification. OpenAI’s embedding model
is being used to represent textual information in a rich semantic space. The embedding model encodes text
inputs into high-dimensional vectors, capturing semantic relationships and contextual nuances. The organized
flow of the paper is depicted in Figure1.

Figure 1. Organisation of Paper
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2. LITERATURE REVIEW
Skin diseases represent a significant burden on public health worldwide, ranging from common con-

ditions like psoriasis and acne to more severe and rare disorders. Traditional diagnostic approaches often rely
on manual examination by dermatologists, leading to time-intensive processes, subjectivity, and limited acces-
sibility, especially in remote or underserved areas. Recent advancements in ML and AI have inspired the de-
velopment of programmed skin disease detection systems, offering the prospective for cost-effective, accurate,
and rapid diagnosis. This literature review delves into several neoteric research efforts in this sphere, fixating

Table 1. Literature Review for performance measures

TA: % Training accuracy, VA: % validation accuracy, MCR: Miss classification rate,
AUC: % area under ROC, Se: % sensitivity, Sp: % specificity, A: % Accuracy, P: % Precision.

Refe-
rence

Lesion
Detection

Performance Measures Chat-bot
solution

LLM-
/RAG?

Tele-
medicine
Platform

Pro-posed
work

Yes TA 100, VA 97.35, MCR 2.214,
AUC 99.90, Se 92.60, Sp 99.80

Yes Yes Yes

[6] Yes P 89.55, Se 90.12, Sp 90.24 No No No
[7] No A 93 Yes Yes No
[8] Yes A 90.8 No No No
[9] Yes A 75.25, P 82.77 No No No
[10] Yes A 99.8 No No No
[11] Yes AUC 82.2 No No No
[12] Yes A 90 Yes Yes No
[13] Yes TA 96, VA 93 No No No
[14] No A 92.23 Yes No No
[15] No A 93 No No No
[16] Yes A 89.90 No No No
[17] No A 95.20, Se 81.70, Sp 97.10 No No No
[18] Yes A 88 No No No
[19] Yes A 50-100 No No No
[20] Yes A 97.27 No No No
[21] Yes P 91 No No No
[22] Yes P 94.50 No No No
[23] Yes Se 96, Sp 80 No No No

on the utilisation of ML/DL techniques/algorithms for skin disease detection and classification. The literature
review encompasses a wide range of studies spanning from 2017 to 2024, examining diverse methodologies
and approaches to skin disease detection. Notable contributions include studies utilizing deep convolutional
neural networks (CNNs) for dermatologist/doctor level classification of skin cancer, such as the work by Es-
teva et al. [22], which demonstrated the comparable performance of CNNs to board-certified dermatologists
in diagnosing melanomas. With just pixels and disease labels as inputs, he showed how to classify skin le-
sions using a single CNN that was trained end-to-end (E2E) from images to differentiate between different
skin lesions. His results were encouraging and point to the possibility of computer-aided skin disease diag-
nosis [6]. Another research, by Hu et al. [13], explores the integration of CNNs with chatbot technology for
personalised feedback and guidance in skin cancer detection. Furthermore, studies by Verma et al. [20] and
Huang et al. [15] highlight the potential of ensemble data mining techniques and image processing-enabled
chatbots, respectively, in improving diagnostic accuracy and accessibility. However, these studies primarily
focus on cancerous or rare skin diseases, leaving a gap in addressing common dermatological concerns. Ad-
ditionally, challenges such as dataset bias, interpretability issues, and ethical considerations pose significant
hurdles to the widespread adoption of AI-driven diagnostic tools. C. Barata et al. [23] employed two distinct
methods for the identification of melanomas in dermoscopic pictures. While the second system makes use
of the bag-of-features classifier along with local features, the first system classifies skin lesions using global
approaches. To improve the melanoma detection accuracy which is essential for early diagnosis and treatment,
the authors combine texture and colour information. Sensitivity & Specificity of 96% & 80% respectively for
global methods against Sensitivity & Specificity of 100% & 75% respectively for local methods indicate that
both approaches produce extremely good outcomes [23]. In 2018, the primary aim or challenge was to promote
research in the automated analysis of skin lesions [21], with a specific focus on early detection of melanoma, a
lethal type of skin cancer. The aim was to evaluate and compare various computer vision and machine learning
techniques for the automated diagnosis of skin lesions. This included tasks like lesion classification, segmen-
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Table 2. Literature Review for Models Used and Skin Diseases Detected
Ref. Publi-

cation
Year

Model Skin Diseases Detected

Pro-
posed
work

Pro-
posed
work

The DermAi Chatbot, powered by chainlit for
seamless ResNet-50 model integration, Retrieval
Augmented Generation (RAG)

Eleven diseases namely Cellulitis, Impetigo, Athlete Foot,
Nail Fungus, Ringworm, Melanoma, Scabies, Chicken-
pox, Shingles, Syphilis, and Hansen’s Disease for LLM
evaluation.

[24] 2024 ML, DL, Convolutional deep (CD), spiking neu-
ral networks (SNN)

Skin cancer

[25] 2024 SVM and AlexNet CNN models Skin lesions
[26] 2024 Multiheaded convolutional neural network

(CNN)
Skin lesions, Melanoma; Cepstrum

[27] 2024 Conditional generative adversarial networks
(conditional GANs)

Melasma diagnosis

[28] 2024 Proposed HierAttn neural network Skin lesions
[29] 2024 MobileNetV2 Monkeypox diagnosis
[30] 2024 Generative adversarial networks Monkeypox detection
[31] 2023 CNN, LBP Skin cancer
[32] 2021 Targeted Ensemble Machine Classification Ap-

proach (TEMCM)
Skin disorders

[33] 2021 Mobile deep neural network, MobileNetV3-
Small

Herpes Zoster

[34] 2020 Proposed self-paced balance learning (SPBL) al-
gorithm

Eczema

[35] 2019 CNN Six common skin diseases [seborrheic keratosis (SK),
squamous cell carcinoma (SCC), actinic keratosis (AK),
rosacea (ROS), basal cell carcinoma (BCC), and lupus
erythematosus (LE)]

[36] 2018 Computer vision Commonly seen skin diseases
[21] 2017 Deep learning ensembles Melanoma recognition

tation, melanoma detection and lay stress on improving the accuracy & efficiency of melanoma detection via
computational methods. In 2021, K. Glock et al. [17] discussed the use of advanced ML techniques, principally
deep CNNs & transfer learning (TL), which abolish the necessity for deep nets to be trained from the begin-
ning when it comes to the singling out of measles rashes. With a sensitivity, accuracy & specificity of 81.7%,
95.2%, & 97.1% respectively the authors [17] successfully spotted the measles rashes. In the work [17], the
MobileNet model was employed, using TL for seven skin disorders, to produce a lightweight model for setting
a skin disease classification system moulded for an Android application. The work resulted in an accuracy of
84.28% with the default preprocessing of the input data combined with an under-sampling technique. However,
a 93.6% accuracy was achieved with an unbalanced dataset & default input data preprocessing. After that, the
researchers experimented with an oversampled dataset such that the model obtained an accuracy of 91.8%.
Finally, accuracy of 94.4% is achieved by preprocessing the input data with the oversampling technique & data
augmentation. Vayadande et al. [6] introduced a work deploying EfficientNet-B2 to provide an accuracy &
precision of 89.55% & 90.12% respectively, exhibiting propitious results in lesion detection. Panagoulias et al.
[7] accorded a multimodal evaluation aiming on LLM and GPT-4-Vision-Preview, suggesting advancements in
AI-based skin disease diagnosis. The authors [8] proposed a multi-class SVM model that obtained an accuracy
of 90.8%, with inherent limitations on scalability. Ansari et al. [9] developed a hybrid CNN-SVM model
with an accuracy and precision of 75.25% & 82.77% respectively, showcasing the need for further research to
address limitations & validate real-implementation fulfillment. The authors [10] introduced Dermatec, an AI-
based platform achieving a magnificent accuracy (99.8%). Chiu et al. [11] used their built datasets and various
CNN architectures, spotlighting the importance of colour contrast analysis for enhanced interpretability. Recent
studies [11, 24, 25] illustrated advancements in ML/DL techniques, showcasing superior performance in skin
disease diagnosis. These include Convolutional-Deep Spiking-Neural-Networks (CD-SNN), SVM, AlexNet
CNN, and multi-headed CNN models, spotlighting accuracy, dependability, and efficiency. Thus, Skin disease
classification/ detection have seen significant advancements in recent years, driven by the integration of ML-DL
techniques. The literature review synthesises findings from various studies, focusing on model architectures,
performance measures, and limitations. However, the reported research work lacks provision of chatbot solu-
tions, utilisation of large language models (LLMs) or retrieval augmented generation (RAG), and support for
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Table 3. Market Research
Name Core Offerings Target Condition Market Position
Google
Lens [37]

Image recognition tech-
nology

Broad application but not specifically
tailored to skin diseases

A general-purpose tool with capabilities that can
be extended to dermatology but lacks a special-
ized focus

Nirmai [38] Breast cancer detection Breast cancer only Highly specialized and effective in its niche but
not applicable to other skin conditions

Qure.ai [39] Medical imaging analy-
sis

Not focused on skin diseases; primar-
ily targets brain, chest, and muscu-
loskeletal conditions

Strong presence in radiology but not relevant to
dermatology

SigTuple
[40]

Blood and urine analysis Blood and urine abnormalities Relevant in clinical diagnostics but not in der-
matological care

Mfine [41] Telemedicine platform
with chatbot integration

Acne and other common dermatolog-
ical issues

A versatile platform providing direct-to-
consumer medical consultations, including
dermatology

SkinVision
[42]

Melanoma and mole
analysis

Melanoma and other problematic
moles

Highly specialized in skin cancer detection, with
strong clinical validation

CureSkin
[43]

Dermatological consul-
tation and skincare solu-
tions

Acne, pigmentation, open pores,
scars, and dandruff

A comprehensive platform providing AI diag-
nostics followed by professional advice

FirstDerm
[44]

Dermatological consul-
tation via mobile app

General skin conditions like rashes
and bites, not AI-based

Simple, easy-to-use platform but lacks AI inte-
gration for diagnostics

Model Der-
matol [45]

AI-based skin disease
classification

Shingles, melanoma, and other skin
diseases

Strong AI integration for dermatological diag-
nostics with a wide range of conditions covered

Mama Earth
[46]

Skincare products General skincare needs Focuses on natural skincare products, without
medical diagnostic capabilities

Cipla Lim-
ited [47]

Pharmaceutical products General medical and skincare prod-
ucts

Established pharmaceutical company with a
broad product range

iDoc24 [48] Image-based dermatol-
ogy consultations

General skin conditions but not com-
prehensive for all diseases

Convenient for users but lacks comprehensive
AI support

Himalaya
Wellness
Company
[49]

Herbal and natural prod-
ucts

General wellness and skincare Well-known for natural products, without diag-
nostic capabilities

Aysa by Vi-
sualdx [50]

AI-driven dermatologi-
cal diagnosis

Wide range of dermatological condi-
tions

Robust AI platform with a broad diagnostic
scope

mCaffeine
[51]

Skincare products General skincare needs Focuses on caffeine-based skincare products
without diagnostic tools

integration with telemedicine platforms (Table1). The literature encompasses diverse approaches, ranging from
CNN-based models to ensemble methods and conditional generative adversarial networks (GANs), addressing
a wide spectrum of skin diseases (Table2). Furthermore, it should be highlighted, nevertheless, that every study
used a distinct sample of the complete dataset, leaving out instances with low-quality images. This makes a fair
comparison of all the works reported impossible. Additionally, the proposed work showcases the integration
of ResNet-50 with RAG, achieving high sensitivity, specificity, and AUC, indicating a robust model for skin
disease identification. We used all the photos from the standard datasets in our research and replicated the re-
sults using other designs. Another challenge in comparing different methodologies is that different studies have
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reported their findings using different measures such as sensitivity, specificity, or accuracy, among others. Fur-
thermore, the products currently available in the market (Table3) provide a limited initial diagnosis and suggest
consulting a doctor to get an accurate diagnosis or offer a list of other possible skin disorders. To address these
challenges, we propose an innovative AI-based solution made entirely of open-source technologies, a Chatbot
DermAI integrated with image processing capabilities.

3. METHODOLOGY
3.1. Proposed System for Classification and Information Retrieval

Figure 2. Proposed system for classification and information retrieval

The workflow begins with a user interface, powered by Chainlit [4]. The user interface provides a
welcome message followed by two options, which are information related to skin diseases and image analysis.
Based on the user selection, an appropriate path is selected. In image analysis, the user provides image input,
which undergoes preprocessing to attain the necessary size and scaling for subsequent processing. Following
preprocessing, the image is forwarded to the trained ResNet50 model for prediction. The predicted output is
presented to the user along with the information related to the predicted disease. This is performed with the
help of LLM. In the information related to the diseases, the relevant information is retrieved from the vector
databases, created from the self-curated knowledge base provided, based on certain keywords in the user queries
with the help of Retrieval Augmented Generation (RAG). The retrieved information is then fed to OpenAI’s
embedding model, which simply acts as an interpreter or a translator. OpenAI makes sure that the retrieved
information is meaningful and makes sense to the user by modifying the information. This information is then
presented to the user through the user interface. Figure2 depicts the workflow schema of the system.

3.2. Dataset Distribution

Figure3 illustrates the distribution of samples between training and validation datasets for various
skin conditions, highlighting the data split for each category. Most categories show an approximately 80-20
split between training and validation data, ensuring a standard ratio for model development and evaluation.
The ”Non-diseased” category has significantly more samples, overshadowing other categories as one of the
aims was to reduce misclassification rate. The images were scraped and consolidated from an archive, called
DermNet [52], which is doctor-approved, HuggingFace dataset and some real-world images as well.

DermAI: An Innovative AI-Driven Chatbot for Enhanced Dermatological... (Pradeep Rajeshkumar et al)
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Figure 3. Overall Dataset Distribution

3.3. Image Pre-processing
In this work, the adoption of transfer learning in image processing is driven by the limitations of

traditional techniques, which often require the explicit definition of rules and features for the extraction of
relevant information from images. Transfer learning, on the other hand, adopts a data driven approach. The
pre-trained model, in this case, ResNet-50 [3], has already learned rich hierarchical features from a diverse
set of images during its training on ImageNet. This learned knowledge is then transferred and fine-tuned
for the specific task of recognizing and classifying skin conditions. This approach enhances accuracy and
generalization, making DermAI adapt at recognizing and classifying a broad spectrum of dermatological issues.
We leverage the OpenCV library for efficient image loading and resizing, contributing to the overall robustness
and effectiveness of our computational model. Furthermore, resizing the images is imperative to comply with
the input requirements of our deep learning model, depicted in Figure4. The seamless integration of OpenCV
facilitates a standardized preprocessing pipeline, ensuring that all images are consistently transformed before
being fed into the deep learning model. This attention to preprocessing details is vital for maintaining the
integrity of the model’s training and validation processes.

Figure 4. Pre-processed skin images [14]

3.4. Classification
This research employs a powerfully built classification process to validly identify and bracket skin dis-

eases based on dermatological images. To excerpt features and catalogue data, the approach uses DL techniques
amidst a trained ResNet-50 model. ResNet-50, a member of the residual network family, uses shortcut connec-
tions inside its 50-layer structure to solve the vanishing gradient issue in deep learning. These connections help
to train deeper networks for complex feature extraction by facilitating gradient flow during backpropagation.
Initially loaded with ImageNet weights, ResNet-50 shines in image classification, especially when fine-tuned
with a Global Average Pooling (GAP) layer that condenses feature maps into a fixed-size vector, preparing it for
deeper analysis of patterns [18]. To prepare the ResNet-50 model for a particular image classification task, the
top layers of the model are altered. With the addition of the GAP layer, the spatial information is streamlined,
resulting in a dense layer with ReLU activation that captures complex patterns in the data. The final section of
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the architecture is a SoftMax layer, designed for multiclass classification, where each unit represents a separate
type of skin condition [18]. The weights of the ResNet50 layers are frozen to avoid additional changes during
the early training phases, protecting the important information learned during pre-training. This arrangement
makes sure the model can still identify common characteristics while enabling the upper layers to adjust to the
particulars of our skin condition categorization task.

3.5. Vector Embedding
Vector embeddings convert textual data into vector spaces which is crucial for capturing contextual

nuances and semantic relationships in machine learning applications. Our decision to use GPT as the language
model stems from its sophisticated capacity to produce responses and interactions by keeping the provided
context into consideration. AstraDB [5], a distributed NoSQL database intended for vector storage, was used
to manage and store vector embeddings. This configuration allowed scalability and flexibility for analysis and
retrieval of vectors by storing them in tables.This process is made smoother with the help of a wrapper that en-
ables the chatbot to retrieve necessary and relevant vector representations in response to user queries. Figure5
illustrates the Retrieval-Augmented Generation (RAG) method, a cutting-edge natural language processing
(NLP) framework that combines generative and retrieval-based model capabilities to accomplish complex per-
formance goals and it retrieves relevant data from an existing knowledge base or corpus before generating the
text response. On the other hand, the standard generative models that rely only on input prompts to generate
text response. The user types in a prompt first. The application receives the user prompt and converts it to a
vector representation. This model compares documents in a vector database to the user’s prompt in order to
find the most appropriate and suitable information. Following that, it uses a selected distance measure to order
the results that are most suitable to the user’s prompt. Finally, the user’s prompt is combined with the most
appropriate data from the vector database before being delivered to the model and the application sends the
required response that the model generates back to the end user.

Figure 5. Retrieval-Augmented Generation flow

3.6. Textual Similarity
Textual similarity refers to the degree of similitude between two pieces of text. Measuring the cosine

of the angle between two vectors that represent the text documents yields the cosine similarity measure, which
is often used to assess textual similarity. The LLM employs cosine similarity for retrieving relevant context, in
the form of vectors, from the knowledge base for generating responses, thereby identifying the most relevant
information in the process. This is incorporated to match the symptoms existing in the knowledge base and
suggest diagnosis for the user’s queries. Here, we are comparing the similarity between two vectors using
cosine similarity. Cosine does not require vectors to be normalised [36]. For two vectors A and B, the dot
product of the vectors divided by the product of their magnitudes yields the cosine similarity :

simAstra, cosine(A,B) =
1 + A·B

∥A∥×∥B∥

2
∈ [0, 1] (1)

When returned by Astra DB, the result is a similarity score which is a number between 0 and 1:
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A value of 0 indicates that the vectors are diametrically opposed. A value of 0.5 suggests the vectors are
orthogonal (or perpendicular) and have no match. A value of 1 indicates that the vectors are identical in
direction [5].

3.7. User Interface
The DermAI’s interface, which was developed using Chainlit [4], provides users with a platform for

help with skin issues. It has two types of interaction: examining skin diseases through image upload, followed
by information related to the disease, or textual queries for information retrieval. The users can choose the
method that best meets their needs. The user interface is capable of handling user inputs steadily, dynamically
generating context-specific queries and responses. Figure6 shows the chatbot’s Google Authentication Inter-
face. Google’s OAuth (Open Authorization) protocol is used in the Google authentication process to allow
users to securely log in to applications using their Google account credentials. If a user opts to log in using
Google, they are taken to a login page where they can verify their identity. Upon successful authentication,
Google gives the application an access token that may be used to retrieve user data and redirects the user to the
application’s interface.

Figure 6. Login Interface

Figure 7. Description of the system

The README section of the user interface, as shown in Figure7, plays a critical part that gives
users an in-depth overview of the application and its capabilities. This section tries to inform the users on the
functionality and goal of the program, providing information on how it can help recognize and comprehend
skin-related problems. The README may also contain instructions on how to use the interface, find sites for
further skin health-related information, and navigate its features.
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Figure 8. Prompt for user selection

Figure 9. Image Analysis

Figure 10. Follow-up queries on prediction

Figure 11. Information about skin disease
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Figure8 shows the actual application interface where the user is asked to choose between two options:
information related to skin diseases or image analysis for prediction. The user interface allows users to make
selections based on their needs. Importantly, if a user selects an option by mistake or wishes to revisit a previous
step, they have the flexibility to navigate back seamlessly within the interface. This ensures a smooth and in-
tuitive user experience, accommodating user preferences and minimising potential errors in selection. Figure9
depicts the Image Analysis selection. When choosing the ”Image Analysis” option, the user is prompted to up-
load an image of the affected skin region. After uploading, the user is asked to confirm their choice to proceed
with the uploaded image. Upon confirmation, the uploaded image undergoes processing, and the prediction
results are provided to the user through the interface. Additionally, basic information related to the prediction,
such as details about the predicted skin condition, is presented to the user via the user interface. This interactive
process tries to ensure that users receive accurate and relevant information based on their uploaded images. Af-
ter receiving the prediction and related information, users have the option to ask multiple follow-up questions
pertaining to the prediction, as shown in Figure10, or inquire about other skin conditions. This feature allows
for a more interactive and informative user experience, enabling users to seek additional clarification or explore
various aspects of skin health beyond the initial prediction. The system is designed to accommodate diverse
user queries and provide comprehensive responses to facilitate better understanding and engagement. If the
user selects the option for information related to skin diseases, as shown in Figure11, they have the ability to
ask queries about any skin diseases until they are satisfied with the responses. This functionality allows users
to explore and gather detailed information about various skin conditions, symptoms, treatments, and preventive
measures. Users can engage with the system to acquire comprehensive knowledge and address their specific
concerns related to skin health through interactive dialogue and tailored information retrieval.

Figure 12. Map of dermatologists nearby

Figure12 depicts the display of map services to show the dermatologists close to the user’s location,
achieved via the APIs provided by MapmyIndia [53], which is a leading digital mapping and location-based
services provider based in India. Once the users have solved their queries, they are provided with the option to
see the certified dermatologists close to their location using the latitude and longitude. These latitude and longi-
tude values of major Indian cities are stored in the sqlite3 [54] database, which is a lightweight, self-contained,
serverless, and zero-configuration relational database management system (RDBMS) and are retrieved based
on the user’s location. The retrieved values are appended to generate map URLs, which redirect users to
MapmyIndia’s map services to display location-specific maps.

4. RESULTS AND DISCUSSIONS
4.1. Problems/Test Cases Encountered

The central challenge we faced revolved around producing responses that were not only pertinent
but also minimally prone to hallucination. To tackle this issue, we explored two potential solutions: fine-
tuning and Retrieval Augmented Generation (RAG). After a thorough investigation, we determined that RAG
represented the superior approach for erroneous or misleading information. Integration of Chainlit presented
hurdles due to compatibility conflicts with certain Python modules since it being a recent thing in the market.
The need to constantly update libraries for error prevention and to maintain compatibility with Chainlit’s own
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evolving versions adds complexity. Moreover, Chainlit applications can be computationally demanding, and its
evolving syntax sometimes leads to deprecated code, requiring developers to refactor existing implementations.
These factors contribute to a development process that necessitates ongoing maintenance and adaptation. The
computational demands of DL applications, especially when dealing with exhaustive image datasets, contribute
to potential performance bottlenecks. Furthermore, acquiring data, particularly medical related ones, are very
difficult due to privacy concerns and doctor-patient confidentiality. Additionally, keeping sufficient images for
both training and validation of the model to avoid underfitting and overfitting.

4.2. Model Evaluation
Table4 shows the performance comparison for five different models based on the parameters evaluated.

The accuracy metric gauges the net correctness of the model by computing the ratio of correctly predicted
instances (comprising both true positives and true negatives) to the total number of instances [55]. Precision
quantifies the accuracy of the positive predictions made by the model [55].

Precision =
True Positives (TP)

True Positives (TP) + False Positives (FP)
(2)

Recall/sensitivity, alternatively referred to as sensitivity or true positive rate (TPR) [55]. It measures the ability
of the model to correctly identify positive cases.

Sensitivity =
True Positives (TP)

True Positives (TP) + False Negatives (FN)
(3)

Specificity quantifies the model’s capability to accurately identify negative instances from all actual negative
instances [54].

Specificity =
True Negatives (TN)

True Negatives (TN) + False Positives (FP)
(4)

The F1 score represents the harmonic mean of precision and recall, offering a balanced assessment between
these two metrics. It’s especially helpful in situations when there is an unequal distribution of classes or when
recall and precision are both crucial [43].

F1 score = 2 · Precision · Recall
Precision + Recall

(5)

AUC represents the area under the Receiver Operating Characteristic (ROC) curve, which plots the True Posi-
tive Rate (Sensitivity) against the False Positive Rate (1 - Specificity).

Area under curve (AUC) =
∫ 1

0

Sensitivity d(1− Specificity) (6)

Table 4. Performance comparison for five different models
Model Name Para-

meters
No.
of
lay-
ers

No. of
class-es

%
Train-
ing
Accu-
racy

% Val-
idation
Accu-
racy

% Sen-
sitivity

%
Speci-
ficity

% AUC

ResNet-50 24642443 50 11 100 97.35 92.6 99.8 99.90
Inception-V3 22857515 48 11 97.33 82.31 55.04 98.25 95.02
MobileNet-V2 2919499 53 11 100 93.02 79.35 99.34 99.10
VGG-16 20292683 19 11 100 97 92.35 99.75 99.67
EfficientNet-B4 18597482 19 11 98 92.78 80.18 92.78 92.52

4.3. Accuracy and Loss
Due to space limitations, results for all five models are discussed but figures and tables are included

only for ResNet-50. Figure13 depicts the loss and accuracy of the ResNet-50 model over 20 epochs for both
training and validation samples. During the training process, the model’s ideal performance with respect to the
peak validation accuracy was observed at epoch 8, whereas validation loss was observed at epoch 3, indicating
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a trade-off between maximising accuracy and minimising loss. After completing the initial training phase, the
model displayed a good validation accuracy and minimal validation loss, indicating that the model generalises
well to new untested samples without leading to overfitting. This stability represents the model’s ability to learn
meaningful patterns from the data and perform well on new samples.

Figure 13. Accuracy & Loss Graph of ResNet-50

The MobileNet-V2 model’s optimal performance in terms of validation loss was observed at epoch
10, thus making it almost similar to ResNet-50 and indicates a potential stopping point to avoid overfitting. But
the peak validation accuracy was achieved at epoch 11, indicating a trade-off between maximising accuracy
and minimising loss. The model’s consistent low validation loss and high validation accuracy after the initial
training phase, represents that the model generalises well to untested samples. At epoch 10, the Inception-V3
model exhibited optimal performance with respect to validation loss. indicating a possible moment of stopping
to prevent overfitting. But the highest validation accuracy was obtained at epoch 20, emphasizing a trade-off
between maximising accuracy and minimising loss. On the contrary, the VGG-19 model’s optimal performance
with respect to validation loss was at epoch 5. However, the peak validation accuracy was achieved at epoch
3, highlighting a trade-off between achieving maximising accuracy and minimal loss. Lastly, the EfficientNet-
B4 model exhibited optimal performance with respect to both validation accuracy and validation loss, which
coincided at epoch 4, highlighting a balance between achieving minimal loss and maximising accuracy.

4.4. Confusion Matrix
Figure14 depicts the confusion matrix of the ResNet-50 model, where the diagonal cells signify the

count of correct predictions for each category. For instance, the model correctly predicted ’Cellulitis’ 32
times, ’Acne’ 55 times, ’Impetigo’ 20 times, ’Athlete’s Foot’ 29. However, there is room for improvement
in distinguishing between certain diseases, as indicated by a misclassification rate of 2.17%. In confusion
Matrix of Inception-V3, the main diagonal cells showed the number of correct predictions for each category.
For instance, ’Athlete’s Foot’ was mistakenly classified as ’Cellulitis’ twice, ’Acne’ once, and ’Impetigo’
thrice. Notably, the ’Normal’ category, likely representing healthy skin without disease, achieved the highest
number of correct predictions with 515 instances. This matrix provides insights into which categories are
frequently confused with one another. For example, ’Ringworm’ was sometimes misidentified as ’Cellulitis’
(1 time), ’Acne’ (5 times), ’Impetigo’ (1 time), ’Athlete’s Foot’ (2 times), ’Nail-Fungus’ (3 times), ’Scabies’
(2 times), ’Chickenpox’ (2 times), and ’Shingles’ (4 times). InceptionV3 encounters challenges in accurately
identifying the ’Normal’ skin category and shows limitations in effectively discerning specific skin conditions.
Significant improvements are necessary to enhance disease discrimination, highlighted by a relatively high
misclassification rate of 18.714%. In confusion Matrix of VGG-19, The main diagonal cells showed the number
of correct predictions for each category. Notably, the model achieved correct predictions for ’Cellulitis’ 30
times, ’Acne’ 57 times, ’Impetigo’ 20 times, ’Athlete’s Foot’ 30 times, and so forth. Conversely, the off-
diagonal cells in the matrix signify instances of misclassifications. For example, ’Cellulitis’ was mistakenly
identified as ’Acne’ once and ’Impetigo’ three times. The ’Normal’ category, likely denoting healthy skin,
showed the highest number of correct predictions with 525 instances. This matrix is instrumental in identifying
which disease categories are frequently confused with one another. For instance, ’Scabies’ was sometimes
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misclassified as ’Cellulitis’ (4 times), ’Acne’ (1 time), ’Athlete’s Foot’ (2 times), and ’Melanoma’ (2 times).
Despite VGG19’s commendable performance in accurately categorising normal skin and recognizing specific
conditions, there remains scope for enhancement in disease discrimination, as indicated by a misclassification
rate of 3.101%. This suggests a need for further refinement to improve the model’s ability to distinguish
between certain skin diseases. In the confusion matrix of EfficientNet-B4, the main diagonal cells showed the
number of correct predictions for each category. The model achieved accurate predictions for ’Cellulitis’ 28
times, ’Acne’ 49 times, ’Impetigo’ 18 times, ’Athlete’s Foot’ 27 times, and others. Conversely, the off-diagonal
cells in the matrix represent instances of misclassifications, such as ’Cellulitis’ being misidentified as times,
and so forth. On the other hand, the off-diagonal cells indicate instances of misclassification.

Figure 14. Confusion Matrix of ResNet-50

For instance, ’Athlete’s Foot’ was incorrectly classified as ’Cellulitis’ twice and as ’Ringworm’ once.
Notably, the ’Normal’ category, presumably representing healthy skin without disease, achieved the highest
number of correct predictions with 525 instances. This confusion matrix enables us to pinpoint which cate-
gories are frequently confused with one another. For example, ’Scabies’ was sometimes mistaken for ’Acne’
(2 times), ’Athlete’s Foot’ (2 times), and ’Melanoma’ (1 time). ResNet-50 demonstrates robust performance in
accurately identifying the ’Normal’ skin category and shows commendable ability in distinguishing several spe-
cific skin conditions. However, there is potential for improvement in differentiating between certain diseases,
as evidenced by a misclassification rate of 2.17%. In confusion Matrix of MobileNet-V2, the main diagonal
cells showed the number of accurate predictions for each category. For example, ’Cellulitis’ was predicted
correctly 26 times, ’Acne’ 52 times, ’Impetigo’ 12 times, ’Athlete’s Foot’ 29 times, and so forth. Conversely,
the off-diagonal cells indicate instances of misclassifications. Interestingly, the ’Normal’ category, presum-
ably representing healthy skin without disease, achieved the highest number of correct predictions with 524
instances. This matrix serves as a tool to identify which categories are frequently confused with one another.
MobileNetV2 demonstrates commendable proficiency in correctly classifying the ’Normal’ skin category and
shows satisfactory performance in identifying various specific skin conditions. The ’Normal’ category, likely
denoting healthy skin, displayed the highest number of correct predictions with 525 instances. Disease cat-
egories such as ‘Scabies’ are often mistaken for being ‘Cellulitis’, ‘Acne’, ‘Athlete’s Foot’ and ‘Melanoma’.
This confusion matrix provides a better understanding of the disease categories that are frequently confused
with one another. A commendable proficiency is noticed in accurately identifying the ‘Normal’ skin category
using EfficientNetB4. It achieves a satisfactory level of performance in distinguishing between different skin
conditions. Notable improvement in disease discrimination can be made. This is indicated by a misclassifica-
tion rate of 7.782%. The model can be improved and refined to enhance its ability of differentiating between
specific skin conditions and to reduce misclassifications.

4.5. Classification Reports
A summary of the classification model providing key metrics to evaluate its own effectiveness in pre-

dicting the class labels can be called a classification report. The classification report of the ResNet-50 model
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is shown in Table5. Exceptional performance metrics with an average precision (AP) of 94%, average recall

Table 5. Disease Classification Results
Diseases Precision (%) Recall (%) F1 Score (%)
Cellulitis 91 94 93
Acne 96 92 94
Impetigo 80 100 89
Athlete Foot 94 91 92
Nail Fungus 100 100 100
Ringworm 100 87 93
Melanoma 94 100 97
Scabies 83 75 79
Chickenpox 94 100 97
Shingles 100 100 100
Normal 100 100 100

(AR) of 94% and average F1 score (AF1) of 94% were obtained across 11 classes as shown in the classifica-
tion report. The 11 classes were distributed into 10 diseased samples and 1 non diseased sample. The results
indicate a high level of accuracy and sensitivity in the model’s predictions, effectiveness in classifying different
classes, its precision being positive which is indicated by the obtained average precision of 94%, average recall
being 94% suggesting that it can rightly identify around 94% of positive instances, and an F1 score of 94%
suggesting a strong balance between precision & recall metrics. Therefore, the findings based on the results
obtained indicate the model’s robust performance and reliability when it comes to handling diverse classifica-
tion tasks. MobileNet-V2 scores an average precision of 79%, average recall of 79%, F1 score of 78% that
reflects a balanced performance between recall & precision metrics. Inception-V3 scored an average precision
of 62%, average recall of 59% and an average score F1 score of 58% for 10 diseased and 1 non diseased sample
(overall the different classes are 11). These findings suggest that Inception-V3 is less accurate and effective
when compared to other models also indicating that there could be opportunities for model improvement to
enhance performance, especially when it comes to boosting precision, recall and overall F1 score. VGG-19
performed well with average precision, recall and F1 score values being around 91% which indicates high ac-
curacy and effectiveness in all the classification tasks when compared to Inception-V3 and MobileNet-V2 but
slightly lower when compared to ResNet-50. Results of EfficientNet-B4 demonstrates good performance, al-
though slightly lower than ResNet-50 and VGG-19 but still effective for classification tasks. The x-axis shows
different diseases, while the y-axis shows the precision and recall values. Precision is represented by the blue
line and recall by the orange line. Generally, the higher the line, the better the model’s performance for that
disease.

4.6. Precision, Recall and F1 Score VS Models
Figure15 shows the precision of five different image classification models: ResNet-50, Inception-V3,

VGG-19, MobileNet-V2, and EfficientNet-B4. Precision is a metric exploited in ML to measure the proportion
of positive predictions that were correct.

Figure 15. Precision vs Models
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As depicted (Figure15), ResNet-50 achieved the highest precision (94%), while Inception-V3 achieved
the lowest precision (62%). This suggests that ResNet-50 outperformed the other models in this experiment
when it comes to accurately classifying images. Figure16 shows the recall of five different image classification
models: ResNet-50, Inception-V3, VGG-19, MobileNet-V2, and EfficientNet-B4.

Figure 16. Recall vs Models

Recall is a metric exploited in ML to measure the proportion of actual positive cases that were identi-
fied correctly by the model. As depicted (Figure16), ResNet-50 and VGG-19 achieved the highest recall (over
90%), while Inception-V3 achieved the lowest recall (around 60%). This suggests that ResNet-50 and VGG-19
were more successful at finding most of the relevant images in this experiment.

Figure 17. F1 Score vs Models

F1 score is a metric used in machine learning to measure the accuracy of a model on a test dataset.
It combines precision and recall, which are two other common metrics used in machine learning. As seen
(Figure17), ResNet-50 achieved the highest F1 score (94%), while Inception-V3 achieved the lowest F1 score
(58%). This suggests that ResNet-50 outperformed the other models in this experiment when it comes to
accurately classifying images.

4.7. Large Language Model Evaluation
In Table6, we have taken eleven diseases namely Cellulitis, Impetigo, Athlete Foot, Nail Fungus,

Ringworm, Melanoma, Scabies, Chickenpox, Shingles, Syphilis and Hansen’s Disease for LLM evaluation.
Our LLM model made use of OpenAI’s GPT 3.5-turbo model for generating answers and GPT-4 for evaluating
the generated answers with the provided context. The key thing to note is that we’ve used GPT 3.5-turbo for
the generation of answers because of its ability to stick to the provided context whereas GPT 4 tends to add
content that is not mentioned in the provided context. GPT 4 being more improved and advanced than GPT
3.5-turbo makes it a reliable option for being used as an evaluation model. It can understand the nuances of the
engendered information with more accuracy. DeepEval’s (by Confident AI) open-source framework is used that
employs GPT 4’s API key for evaluating our LLM model. DeepEval quantifies the performance of the LLM
based on aspects such as faithfulness, answer relevancy, contextual recall etc. Since we did not have access
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to the RAG’s retrieval components, we went ahead with Faithfulness and Hallucination metrics provided by
DeepEval [56] for the evaluation. For our LLM evaluation, we had asked our LLM model 10 specific questions
to maintain the consistency, integrity and accuracy of the different metrics instituted in use. It’s noteworthy that
despite all the metrics used to quantify the evaluation of our LLM model, we made sure to cross verify every
generated information with the knowledgebase by human intervention. The questions asked were as follows:

1. What is “name of disease”?

2. What are the symptoms of “name of disease”?

3. How does “name of disease” spread?

4. What are the types of “name of disease”?

5. How is “name of disease” diagnosed?

6. How is “name of disease” treated?

7. What are the complications caused by “name of disease”?

8. How to prevent “name of disease”?

9. What’s the long-term outlook of “name of disease”?

10. How to know if you have “name of disease” from home?

Table 6. LLM Performance Metric
Diseases Faith-fulness % Hallucination % Rouge 1 Rouge 2 Rouge L Meteor Score %

P % R % F1 % P % R % F1 % P % R % F1 %
Cellulitis 100 10 92 89 90 89 86 87 92 88 89 94
Impetigo 92 0 53 47 47 31 28 27 50 45 45 48
Athlete’s Foot 100 0 51 45 41 31 27 26 47 41 41 47
Nail Fungus 61 11 63 19 51 15 28 32 59 16 17 55
Ringworm 83 30 71 35 44 47 22 29 68 34 43 54
Melanoma 100 0 37 21 25 13 5 7 34 20 23 30
Scabies 100 10 80 53 61 60 44 48 77 52 59 70
Chickenpox 90 0 44 45 44 25 25 24 43 43 42 41
Shingles 74 20 81 80 81 71 71 71 79 78 79 83
Syphilis 90 40 45 44 42 22 21 20 41 40 38 41
Hansen’s Disease 81 10 45 44 43 24 24 23 43 41 41 46

These questions were chosen to see if the LLM Model has a thorough understanding of the contexts
provided and has the basic foundations covered by learning from the knowledgebase. The LLM metrics used
for evaluation are Faithfulness, Hallucination, ROUGE score and METEOR score. These metrics cover the
most important facets of the LLM model for our specific application.

4.8. Faithfulness
The faithfulness metric is used to measure the quality of our LLM model’s ability to generate texts

that factually align with the actual output and the context provided to the model. The evaluation of the model
is conducted by considering the actual output generated by the model and the context provided to the model
[23]. It is calculated according to the following formula:

Faithfulness =
Number of Truthful Claims

Total Number of Claims
(7)

The faithfulness metric provided by DeepEval makes use of LLM to extract all the claims made in the actual
output provided by the LLM before using the same to classify whether each claim is truthful based on the
facts presented in the context. By taking a look at the scores from Table6, we can conclude that the average
Faithfulness score is 95.6% that exceeds the set threshold of 70%. Therefore, the score indicates that the
LLM is greatly faithful to the context that has been provided and has minimal number of inaccuracies and
inconsistencies.
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4.9. Hallucination
The hallucination metric is used to determine whether the LLM model generates factually correct

answers by comparing the actual output generated by the LLM and context provided to it to generate the
answers. It is calculated according to the following formula:

Hallucination =
Number of Contradicted Contexts

Total Number of Contexts
(8)

The hallucination metric provided by DeepEval is quite similar to the faithfulness metric but it is calculated
differently as it uses contexts as the source of truth. The context remains the only source of truth as there is no
other way for the LLM model to gain knowledge from other sources. Therefore, the degree of hallucination is
measured by the degree of which the contexts are disagreed upon. It’s crucial to acknowledge that the threshold
value for the hallucination metric was set to 50%. By taking a close look at the scores from the graphs, we can
conclude from Table6. that the average hallucination score is 7.3% which is much improved (way below the set
threshold of 50%) designating that our LLM model generates answers/responses that deviate very faintly from
the provided context and generate substantially correct information by staying faithful to the provided context.

4.10. ROUGE Scores
ROUGE scores, also referred to as Recall-Oriented Understudy for Gisting Evaluation [55], comprise

an array of metrics utilized to assess the similarity between the quality of machine-generated texts or informa-
tion with a set of references or human written contexts. Albeit there are several variants of ROUGE scores, we
have put to use ROUGE-1, ROUGE-2 & ROUGE-L for the sake of evaluation. Other variants aren’t relevant
for our evaluation because their focus is on varied linguistic aspects and our priority is more on coherence and
content fidelity or faithfulness. These metrics are very famously known and widely used in the field of Natural
Language Processing and also show their usage in text summarization and machine translation tasks where the
generated output has to be compared with the provided contexts. The higher the ROUGE scores, the higher
the agreement between the generated texts and the provided contexts. It’s worth highlighting that the ROUGE
scores evaluate based on fundamental metrics namely Recall, Precision and F1 Score. Recall indicates how
much of the provided context is covered, Precision indicates how much of the generated text is relevant and
F1 score is the balance between Recall and Precision. Below are brief explanations of ROUGE-1, ROUGE-
2 and ROUGE-L scores along with our generated scores. ROUGE-1 score is responsible for evaluating the
overlap of unigrams or individual words between generated texts and provided contexts. Higher ROUGE-1
scores indicate a greater sense of similarity between the generated texts and the provided context in terms of
the words being used indicating better content coverage and accuracy. The average scores generated are - preci-
sion value is 60.17%, recall score is 50.15% and the F1-Score is 51.98%. The precision score of approximately
60.17% means that about 60.17% of the words in the engendered answers are accounted for in the provided
context. It is accurately selecting relevant words 60.17% of the time. The recall score of 50.15% means that
our LLM model is capturing approximately 50.15% of the words from the provided context into its generated
answers. It also indicates that sometimes captured is only half. The F1-score of 51.98% indicates that our
LLM model strikes a balance between both precision and recall and improvements can be made for both the
aspects. ROUGE-2 score is responsible for evaluating the overlap of bigrams or sequences of two adjacent
words between the generated texts and the provided contexts. They measure the proportion of bigrams in the
generated texts which also show up in the provided context. Higher ROUGE-2 scores indicate a greater sense
of similarity in the sequence of word pairs between the generated texts and the provided contexts thereby in-
dicating the improved coherence and content fidelity (faithfulness) in the generated texts. The average scores
generated are - precision is 41.62%, recall is 34.59% and F1-Score is 35.82%. The precision score indicates
that around 41.62% of the bigrams in the generated answer is also present in the reference context. This gives
the measure of accuracy of our LLM model in selecting relevant and consecutive pairs of words. The recall
score indicates that our LLM model is capturing 34.59% of the bigrams from the provided context in its gen-
erated answers, this score measures the ability of our LLM model to retrieve relevant and consecutive pairs of
words from the provided context. The F1-Score of around 35.82% underscores the importance of striking a
balance between precision recall. There is room for improvement for the recall and precision scores. ROUGE-
L score is responsible for evaluating the Longest Common Subsequence or LCS between the generated texts
and the provided context. It is responsible for measuring the longest continuous sequence of words in both the
generated texts and the provided context giving a measure of summary coherence and content overlap. Higher
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ROUGE-L scores mean a higher sense of similarity in structural and contextual organisation between generated
texts and provided contexts thereby showing improved coherence and faithfulness in the generated texts. The
average scores generated are - Precision is 57.50%, Recall is 48.01% and F1-Score is 49.74%. The precision
score of approximately 57.50% means that around 57.50% of the words in the engendered answers are also part
of the provided contexts. Recall score of approximately 48.01% indicates that 48.01% of the words from the
provided context is in the generated answers. The F1-Score of around 49.74% indicates that our LLM model
is performing moderately well when it comes to capturing relevant words from the provided contexts but there
is still room for improvement for recall and precision.

4.11. METEOR Scores
The Metric for Evaluation-of-Translation with Explicit-Ordering (METEOR) is employed to assess

the alignment between the quality of machine-generated translations. Unlike the other most commonly used
metrics such as BLEU or TER scores, METEOR score makes use of synonyms and paraphrases into its evalu-
ation allowing it to be more robust and aligning better with human judgement. It also takes into consideration
the concept of stemming and synonymy to account for variations in several word forms and terminology. ME-
TEOR score makes use of alignment optimization which finds the best possible mapping between words in the
machine generated text and provided context. The average METEOR score is 55.36%. This score indicates that
our LLM model is generating answers that achieve a moderate sense of similarity and quantity when compared
to the provided context.

5. CONCLUSION
The DermAI implementation emerges as a promising step toward addressing critical challenges in

dermatological healthcare. The adoption of Retrieval Augmented Generation has substantially improved the
accuracy and relevance of responses, marking a significant advancement in natural language processing for
dermatological or any such queries. Existing research predominantly emphasises cancer and rare skin diseases,
prioritising high training accuracy over misclassification rates. The existing platforms, mentioned in Table3,
offer restricted initial diagnosis and necessitate professional consultation, except a few platforms such as the
Model Dermatol and Aysa by Visualdx . These platforms consider almost all major types of skin diseases and
list out all the possible skin diseases, more than one, without providing a justification. While the others simply
offer product-based services or basic skin care routines. The ChatGPT-4o did manage to excel in certain con-
ditions, such as Athlete’s foot, Melanoma and Shingles, but struggled with others. To address these limitations,
we did a comparative study of five models, namely, ResNet-50, MobileNet-V2, VGG-19, InceptionNet-V3 and
EfficientNet-B4, which was conducted on a dataset of common skin diseases, aiming to evaluate and mitigate
misclassification challenges. ResNet-50 emerged as a robust choice for image classification, guided by its
well-established architecture, showcased better performance, laying a foundation for effective skin condition
recognition. The Chainlit interface, along with the skin condition classifier, not only enhances user engage-
ment but also positions the project for future advancements in diagnostic accuracy. While these achievements
are notable, challenges in compatibility and continuous updates in Chainlit underscore the evolving nature of
AI applications. Furthermore, the implementation emphasises the broader need for accessible and privacy-
sensitive healthcare solutions. Looking ahead, DermAI holds promise for contributing to improved skin health
awareness and diagnostics, albeit with the recognition of ongoing technical and ethical considerations. With a
mean sensitivity of 92.6%, specificity of 99.8% and AUC of 99.9%, the metrics indicate that the model demon-
strates a high true positive rate and is highly capable of correctly identifying negative cases. The excellent
training accuracy of 100% and a high validation accuracy of 97.35% infer that the model has learned efficiently
from the training data without any augmentation required and can generalise well to unseen examples. The low
misclassification rate of 2.17% further supports the model’s robustness and accuracy in classifying common
skin diseases. Using strategies for data augmentation managed to enhance the model’s dimensions to generalise
to new data. The evaluation metrics for text summarization and machine translation outputs indicate varying
levels of performance. For Rouge-1, the system achieved a high precision of 92%, suggesting good capture
of relevant unigrams from reference summaries, but a lower recall of 89% implies some important words may
be missing from system-generated summaries. In contrast, Rouge-2 shows moderate precision (42%) in pre-
dicting relevant bigrams related to skin diseases, but a lower recall (35%) indicates room for improvement
in identifying all relevant bigrams. The F1 score (36%) for Rouge-2 reflects a trade-off between precision
and recall, indicating potential for enhancement in overall performance. Similarly, Rouge-L exhibits moderate
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precision (57%) in matching predicted sequences with reference sequences, but a lower recall (48%) suggests
gaps in capturing all relevant information. An F1 score of 50% for Rouge-L signifies a satisfactory equilib-
rium between precision and recall, highlighting areas for improvement in sequence prediction and capturing
relevant content related to skin diseases. One significant enhancement lies in the integration of more extensive
and diverse dermatological datasets. Acquiring datasets from various sources and populations can enrich the
language model’s understanding of dermatological conditions. Using cutting-edge computer vision techniques
to enhance the sensitivity and precision of skin condition detection from uploaded photos. To broaden the
accessibility of DermAI, multilingual support can be incorporated, expanding DermAI’s language support to
cater to a diverse global audience and address a myriad of skin-related concerns across different linguistic de-
mographics, thereby supporting real-time interactions. Additionally, efforts will be dedicated to improving the
cultural sensitivity of the system by accounting for regional nuances in expressing and comprehending skin-
related issues. Our research is well capable of performing on far more complex diseases than the once being
used. Improvements and adjustments will only be required if we take into consideration the scenario where a
user uploads a blurry image of the affected area on their skin. This would require training the model on blurry
images to give accurate diagnosis. This approach will refine the information retrieval process by narrowing the
search scope. In addition to that, DermAI can have a strategic integration into telemedicine platforms, enabling
seamless remote consultations with dermatologists. The chatbot can be tailored to a more holistic and person-
alised user experience by integrating with electronic health records (EHR) that considers individual medical
backgrounds for more accurate and informed interactions.
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