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 Recently, the number of drugs abused, such as Narcotics, Psychotropics, and 

Addictive Substances have been linear increased with the drug users. The 

increasing number of these cases triggers the difficulties for rehabilitation 

associations in diagnosticating the abuse level for medical and health 

prevention. Herein, data mining with a Fuzzy C-Mean clustering approach is 

employed to delve 506 drug users’ addiction into three clusters by considering 

several indicators including age, urine test, duration of use, physical effects, 

and psychological effects. As a result, 215 data are recorded in clusters 1 as 

high optimum addiction, 105, and 186 data in clusters 2, and 3 as medium and 

regular addiction levels, respectively. The Silhouette Coefficient, Calinski-

Harabasz Index, and Davies-Bouldin Index algorithms reveal high potential 

values to indicate the proper achievement of this clustering structural test. A 

clustering software has been successfully developed and tested to aid the 

calculation and analysis. Hence, the rehabilitation associations in Riau 

province as end-user of this case are aided in identifying the addiction level of 

drug users in order to ensure the proper therapeutic prevention and curative 

action.   
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1. INTRODUCTION  

The drug addiction develops with the continuous drug use which is particularly consequential in the 

first year of intake [1]. It is estimated that 255 million people used illegal drugs in 2015, which indicated to an 

annual prevalence of 5.3% illicit drug use [2]. It increased the number into 6 million in 2017 and about 37.8% 

of drug users reported augmented consumption due to various psychosocial pressures, while overall substance 

use behaviors fluctuated during the pandemic in 2020 in Indonesia. In 2008, the number of narcotics abusers 

had reached 1.5% of the Indonesia total population or ranged from 3.1 million to 3.6 million people. From total 

abusers, it found that 26% of them are a tried to use, 27% derived from the regularly used, 40% arose from 

non-injecting addicts, and 7% originate as injecting addicts. It is sophisticating, the drug abuse dominantly 

retrieved from non-student group up 40%. Meanwhile, the male gender user is 88% much greater than female. 

It also reported that the estimated loss in economic costs due to the narcotics crime in 2008 was around 32.4 
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trillion rupiahs which consisting of 26.5 trillion rupiah for individual losses and 5.9 trillion rupiah for social 

values [3].   

Drugs (Narcotics, Psychotropics and Addictive Substances) retrieve natural or synthetic materials 

which trigger the physical changes function as well as addiction and the psychological negative consequences, 

including loss of consciousness and behavior thus lead into dependence; the brain's reward system which 

releases dopamine as drug used response that leading to a feeling of euphoria, long-term changes in brain 

function, affecting judgment, decision-making, memory, and learning abilities; physical health consequences 

viz. heart disease, high blood pressure, psychosis, reduced immune function, stomach issues, respiratory 

problems, liver damage, and kidney disease; withdrawal symptoms when the user need to stop and reduce the 

addiction; mental health issues such as emotional strains and cognitive impairment. Moreover, the social well-

being affection lead into the health problems, financial difficulties, social isolation, legal issues, and strained 

relationships [4]. The treatment for this drug addiction may involve a combination of medical interventions, 

therapy, and support groups. Recovery is possible, nevertheless the requirement of such a long-term 

commitment and drug-free lifestyle maintenance are compulsory. In summary, the effects of drug addiction, 

including Narcotics, Psychotropics, and Addictive Substances, are profound and far-reaching. Early 

identification and comprehensive treatment are essential for managing these effects effectively. By addressing 

the addiction early can prevent long-term consequences and provide comprehensive care that includes therapy, 

medication, and support groups to aid in recovery. 

Identifying the drug addiction in data mining from computer science perceives involve grouping 

individuals cluster based on their characteristics or behaviors related to drug addiction. This approach helps in 

identifying patterns and trends within the data, which can be useful for various purposes such as understanding 

the demographics and behavioral data of drug users, identifying high-risk groups, revealing distinct profiles of 

drug users, and developing targeted interventions. For instance, one study highlighted the effectiveness of k-

means clustering in identifying subgroups of individuals based on drug distribution pattern using CRISP-DM 

to improve drug sampling planning decision making[5]. [6] deploys deep neural network-based clustering-

oriented embedding algorithm to identify drug consumption patterns, including addiction, using data mining 

techniques. [7] investigated the patients latent clusters with addiction and misuse of opioid and undergone 

Covid-19 screening using FAMD preprocessing method and K-mean clustering. They revealed the distinct 

subgroups based on testing results and demographics. Herein, clustering algorithms equip as powerful tool aid 

in grouping data points according to rules into clusters based on similarities and differences, find regular sets 

of unlabelled data, encourage the arrangement of significant sub-parties or sub-classes, and furnish with 

broadly delegated, progressive and partition calculation [8] Moreover, the exploration of contextual factors 

influencing drug use become the potential showcasing of big data in addiction research. However, the 

limitations are identified on data collection as well as data privacy concerns and the need for high-quality 

datasets remain challenges in this field. Subsequently, the data mining is an invaluable tool for understanding 

drug addiction. It allows us to cluster drugs and develop personalized treatment strategies and public health 

initiatives.  

In order to facilitate the data processing, many algorithms and data mining techniques are utilized, 

including Fuzzy C-Mean, K-Mean, DBSCAN, Gaussian Mixture Models (GMM), Mean Shift, and 

Hierarchical Clustering. These above techniques have commonly used for handling many cases and offers 

several advantages and disadvantages. Fuzzy C-Mean provides as on one of the frequently used algorithms in 

clustering any types of large datasets, including text, numbers, or image processing within numerous field 

areas. [9] investigated that Fuzzy C-Means considers with the overlapping classes and shapes, improving data 

interpretation, unlike others clustering algorithm such as K-Means. Fuzzy C-Mean provides the weighted 

calculation techniques that reduces the ambiguity in membership grouping. Moreover, Fuzzy C-Mean allows 

data points to belong to multiple clusters with varying degrees of membership, suitable for vague data. This 

condition is in direct conflict with the K-mean, which is only assigns each point to a single cluster [10]. Thus, 

these above situation impact into the enhancement of clustering quality. Besides, Fuzzy C-Mean grows into 

outperformed traditional models that is more flexible and stabile for gene expression data but computationally 

intensive [11]. Fuzzy C-Mean contributes a soft clustering techniques that better handling the uncertainty data 

and develop it advantageous in scenarios where data points are not distinctly separable. Subsequently, the 

intensive computationally Fuzzy C-Mean can converge to local minima, which may affect its performance on 

complex datasets [12]. Moreover, K-Means can lead to suboptimal results based on its initial centroid selection, 

while Fuzzy C-Mean's membership degrees can provide more stability in chaotic datasets. Comparing to 

DBSCAN, Fuzzy C-Mean equally treats the entire data points, accommodating clusters of various shapes and 

densities without the need for density parameters that can complicate DBSCAN's use. Fuzzy C-Means 

effectively overcomes several limitations of density-based clustering methods like DBSCAN, especially in 

assigning the partial memberships to handle outliers more effectively, making it suitable for the diverse 

treatment and intervention needs found in drug addiction research [13].When GMM assumes that data points 
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are generated from a mixture of several Gaussian distributions and may struggle to find optimal solutions with 

non-Gaussian data distributions common in addiction profiles, Fuzzy C-Mean does not require underlying 

distribution assumptions, making it more flexible in dealing with the diverse patterns of addiction-related 

behaviors. Fuzzy C-Mean is simpler in terms of implementation, capturing the data without needing intricate 

assumptions regarding data distributions instead of GMMs can become computationally complex and require 

tuning several parameters (e.g., number of Gaussian distributions), potentially leading to challenges in practical 

implementation for real-world addiction data [14]. Mean Shift is a density-based clustering technique that 

clusters data points by identifying modes in the density of data points in a feature space. It shifts data points 

towards areas of higher density iteratively. Meanwhile, Fuzzy C-Mean uses a partitioning approach and enables 

each data point to belong to multiple clusters with varying degrees of membership thus it relies on the 

assumption that clusters are convex and isotropic, which can limit its application in datasets where clusters 

have irregular shapes whereby Mean Shift can identify clusters of arbitrary shapes, making it flexible in 

capturing complex cluster geometries. Unfortunately, Fuzzy C-Mean is computationally efficient and can 

handle larger datasets more effectively than Mean Shift, which may become computationally intensive, 

especially with a high number of iterations to find density peaks [15]. Regarding on the Hierarchical methods, 

it can be substantially sensitive to noise, potentially skewing results, particularly as they depend on metric 

choices for linkage. In scenarios where drug addiction symptoms exhibit high variability, Fuzzy C-Mean’s 

robustness to noise could provide more reliable results [16]. By addressing the clustering gaps and weaknesses 

present in the above clustering techniques, Fuzzy C-Mean stands out as a suitable method for accurately 

analyzing the multifaceted nature of drug addiction, ultimately leading to better-targeted intervention 

strategies. Thus, the choice of Fuzzy C-Mean considers the specific characteristics of the data and the desired 

outcomes within the drug addiction case. Fuzzy C-Mean can determine the number of clusters earlier and adjust 

the addiction level according to the cluster. By detecting the high-level clusters, the relationship between 

different cluster patterns will be described for performing the further analysis. In this case, Fuzzy C-Mean 

excels in situations where data naturally falls on a continuum or when variables are imprecise and 

overlapping—both of which are characteristic of addiction amongst the clusters. Meanwhile, Hard clustering 

approaches like k-means can obscure these subtleties, making fuzzy clustering the more appropriate choice for 

classifying the addiction levels. Herein, the clustering considers the drug addiction parameters from the profile 

user including the prolonged use of the drug, the urine test, and the assessment of physical and psychological 

effect of addiction. Then, the clustering process groups the pattern addiction data into regular, medium and 

high optimum class. Fuzzy C-Means clustering is particularly suitable for drug addiction applications due to 

its ability to model overlapping clusters and address emotional and psychological factors in addiction. 

However, its requirement for an initial number of clusters presents challenges, especially in dynamic settings 

where addiction behaviors might change over time. This aspect can complicate the use of Fuzzy C-Mean in 

practical scenarios, where adaptability is crucial. Consequently, it becomes a limitation of this paper.  

 

 

2. RESEARCH METHOD  

2.1.  Fuzzy C-Mean Clustering 

Clustering grows into as a sophisticated tool for solving the complex issues that related to data 

analytical in effectively finding certain patterns of data interest within the knowledge discovery process. 

Generally, to optimize the clustering solution, the data is initially processed into specific techniques such as 

Knowledge Discovery Database (KDD). KDD defines as non trivial activities in identifying the valid, novel, 

potentially values, interesting and understandable patterns, and iterative nature data extraction from large 

datasets to advance in decision making and predictive modeling [17]. Numerous techniques applied in 

interpreting data mining, including KDD, CRISP-DM (Cross-Industry Standard Process for Data Mining), 

SEMMA (Sample, Explore, Modify, Model, Assess), and Agile Data Mining [18]; [19]; [20]; [21]. These above 

techniques work structurally depends on the nature of the project, the business goals, environment issues, the 

organizational requirements and the available data to ensure the successful of generating data mining outcomes. 

Herein, KDD is deployed due to the comprehensive and holistic framework of KDD in leveraging the entire 

aspects of the knowledge discovery process from data selection to knowledge representation [22]. KDD 

provides a clear structure in understanding the complexities of data mining projects, especially for large scale 

data projects. Moreover, the iterative nature approach of KDD allows the continues refinement of data and 

model based thus it enhancing the quality insights gained from data interpretation. Besides, the feedback loop 

of KDD techniques offers the learning and adjustment throughout the process thus can enhance the data 

effectiveness [23]. KDD follows the specific tasks in datamining including data selection task is conducted by 

filtering the data set and create the target analysis, pre-processing activity is carried out by removing noise or 

data outliers, the transformation function by converting data into a suitable format for analysis, including 

normalization and aggregation, the data mining activity through the application of specific data mining 
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algorithms to extract patterns or models from the prepared data, interpreting task by deriving actionable insights 

and validating the significance of mined results [24]. Fuzzy C-Mean (FCM) as one of clustering algorithm in 

data mining offers the multiple clusters handling by considering the membership of varying degrees of data. 

Despite K-Mean, the examination of each data point pertains exclusively to a single cluster thus referred to as 

hard clustering [25]. Fuzzy C-Mean provides more accurate representations of overlap cluster with complex 

dataset and not well defined of clusters boundaries. The flexibility of this algorithm in assigning membership 

values makes it the ideal solution for uncertain and ambiguous data modeling in various domain [26]. The 

fuzziness of this algorithm serves the control adjustment of clustering grouping that allows easier 

understanding of dataset characteristics and desired outcomes. FCM has been commonly applied in solving the 

healthcare issues with numerous data types involves medical diagnosis, heart disease classification, image 

analysis in medical imaging, disease pattern recognition, chemical analysis, and patient segmentation. Herein, 

FCM identify the patients’ profiles in order to cluster the level addiction of them based on considerable 

variables include the onset age of drug consumption (age start to use the drugs), the prolonged use of the drug 

(the duration of drug use), the urine test (kinds of drugs detection in urine), and the assessment of physical (the 

physical examination report) and psychological effect of addiction (the psychiatrists report). Additionally, 

other attributes pertinent to the patient profile include code name, gender, age, the latest education, and the 

occupation. The data was collected from National Narcotics Boards in Riau Province with 506 dataset patients. 

The interviews from the specialist medical doctors in National Narcotics Boards in Riau Province determined 

the weighting values of each parameter as follows. 

 

Table 1. Parameters weighting set (w1-w9) 
 The onset age of drug 

consumption (X1) 
The urine test (X2) Prolonged use of the 

drug (X3) 

 Age (Years) Weight(w) Numbers 

of Drug 

Types 

Weight(w) Duration 

(Years) 

Weight(w) 

 21 – 30 4 >3 4 >10 5 

 11-20 3 3 3 7 – 10 4 

 31-40 2 2 2 3 – 6 3 
 41-50 1 1 1 1 – 2 2 

 The assessment of 
physical of addiction 

(X4) 

The psychological effect 

of addiction (X5) 

< 1 1 

 Measures Weight(w) Measures Weight(w) 
 Very high 8-9 Very high 8-9 

 High 6-7 High 6-7 

 Moderate 4-5 Moderate 4-5 
 Low 2-3 Low 2-3 

 Very low 0-1 Very low 0-1 

 

The weighting of onset age of drug consumption indicates that the younger the onset age, the higher 

the risk of developing severe drug addiction, primarily due to neurodevelopmental vulnerability, 

social/behavioral factors, and cumulative exposure. Incorporating onset age as a key variable in clustering can 

enhance the accuracy of addiction-level classification and guide more targeted intervention strategies [27]. 

Urine test parameters is defined based on the indication that detecting more kinds of drugs in a urine test 

typically correlates with higher addiction risk and severity. This is supported by research indicating that 

polysubstance use leads to more complex medical, psychological, and social challenges. Consequently, 

individuals testing positive for multiple substances often require intensive, multifaceted treatment strategies to 

effectively address their addiction [28]. The weighting of parameter prolonged drug use generally reflects 

higher addiction risk due to cumulative physiological damage, escalating tolerance, and deepening behavioral 

patterns. Incorporating “duration of use” as a key variable in clustering or classification models helps identify 

individuals at greater risk and informs more targeted, long-term intervention strategies [29]. For parameter the 

assessment of physical of addiction weighting, it found that a higher physical assessment score—indicating 

greater physiological damage or more pronounced physical symptoms—often correlates with increased 

addiction severity. Recent research and clinical guidelines support the link between physical health 

deterioration and escalated substance dependence, underscoring the importance of integrated medical and 

psychological care for individuals exhibiting these signs [30]. The weighting values for parameter the 

psychological effect of addiction is defined by the stronger psychological effects found (e.g., severe anxiety, 

depression, cognitive deficits) are closely linked to greater addiction risk. Research consistently shows that co-

occurring mental health issues, emotional dysregulation, and cognitive impairments amplify the severity of 

substance dependence and complicate treatment. Identifying and addressing these psychological factors is 

crucial for effective intervention and relapse prevention [31]. 
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The tracing calculation of FCM algorithm follows the formula below [32]. 

1. Input the data, set into cluster X and performs the matrix n * m whereby n as the number of data 

samples, and m as the attributes of each data. Then, defines the number of clusters (c), rank (w), 

maximum iteration (maxiter), error rate (𝜉), initial objective functions (𝑃𝑜 = 0), and initial iteration 

(t=1) 

2. Calculating the attribute for each column using formula (1). 

𝑄𝑖 =  ∑ 𝜇𝑖𝑘
𝑐
𝑘=1         (1) 

 

3. Calculating the center of each cluster (v) with formula (2) 

𝑉𝑘𝑗 =  
∑ ((𝜇𝑖𝑘)𝑤∗ 𝑥𝑖𝑗)𝑛

𝑖=1

∑ (𝜇𝑖𝑘)𝑤𝑛
𝑖

      (2) 

 

4. Calculating and mixing the matrix partition with formula (3) 

𝜇𝑖𝑘 =  
[∑ (𝑥𝑖𝑘 − 𝑣𝑘𝑗)

2𝑚
𝑗=1 ] 

−1
𝑤−1

∑ [∑ (𝑥𝑖𝑘− 𝑣𝑘𝑗)
2𝑚

𝑗=1 ]𝑚
𝑗=1

−1
𝑤−1

      (3) 

 

5. Calculating the objective function at the iteration -t for Pt as defined in formula (4) 

𝑃𝑡 =  ∑ ∑ ([∑ (𝑥𝑖𝑘 −  𝑣𝑘𝑗)
2𝑚

𝑗=1 ] (𝜇𝑖𝑘)𝑤)𝑐
𝑘=1

𝑛
𝑖=1        (4) 

 

6. Checking the calculation criteria, if   (|𝑃𝑡 −  𝑃𝑡−1| 𝜉)   or  (t > maxIter) then stop if undefined then 

calculate t = t+1, repeat formula (2).  
 

2.2.  Evaluation Matrics 

Silhouette coefficient (SC) is one of the evaluation matrices for measuring the cluster separation and 

cohesiveness using the average distance between data points in the similar cluster compared to other clusters 

[33]. Thus, this technique provides insights the optimal clustering configuration and overview dataset 

characteristics, calculation and significance. Silhouette coefficient aid in validating the clustering result 

effectively and plots visually represented data thus it easier to interpret the clustering quality [34]. The 

Silhouette width s(xi) for the point xi is defined as Equation (5). where xi is an element in cluster πk, a(xi) is 

the average distance of xi to all other elements in the cluster πk (within dissimilarity), and b(xi) = min {dl(xi)}, 

among all clusters l  k. where dl(xi) is the average distance from xi to all points in cluster πl for l   k (between 

dissimilarity). From Equation (5) the value of the Silhouette width can vary between −1 and 1[29]. 

 

S(𝑥𝑖) = (
𝑏(𝑥𝑖)−𝑎(𝑥𝑖)

𝑚𝑎𝑥{𝑏(𝑥𝑖),𝑎(𝑥𝑖)}
)                                                     (5) 

 

Calinski-Harabasz Index (CHI) provides the evaluation matric to assess the quality of clustering 

results by calculating the ratio between-cluster dispersion to within-cluster dispersion in order to identify the 

well-separated and compact of the clusters [34]. A compact and well-separated cluster configuration is 

expected to have high inter-cluster variance and relatively low intra-cluster variance [35]. CHI is sensitive to 

the number of clusters and capable for comparing the diversity of clustering solutions and determining the 

optimal numbers of cluster. CHI is valuable tool for examining the unsupervised learning context thus it widely 

adopted matric in data mining and machine learning application. The CHI values can be calculated by the 

following formula whereby K as the appropriate number of clusters, B(K) as inter-cluster divergence, also 

called inter-cluster covariance, and W(K) as intra-cluster divergence. 

𝐶𝐻(𝐾) =
𝐵(𝐾)(𝑁−𝐾)

𝑊(𝐾)(𝐾−1)
      (6) 

 

Davies-Bouldin Index (DBI) evaluates the efficacy of clustering by measuring the average similarity 

between each cluster and the most similar cluster [34]. Herein, intra-cluster similarity and inter cluster 

dissimilarity are measured to provide the information regarding on the well-separated and compact of the 

clusters. A lower DBI value indicate the better clustering performance thus the better-defined and more 

meaningful of clusters within dataset [36].  The DBI requires no labelled data and provides a balanced view of 
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clustering quality thus rendering it appropriate for unsupervised learning contexts. The calculation of DBI can 

be depicted in Equation (7). 

 

𝐷𝐵𝐼 =
1

𝐾
∑ 𝑚𝑎𝑥𝑖≠𝑗𝑅(𝑖, 𝑗)𝑘

𝑖             (7) 

 

 

3. RESULTS AND DISCUSSION 

3.1.  KDD Analysis 

Following the KDD stages that involves data selection, pre-processing, and data transformation, the 

result of dataset analysis can be depicted at Figure 1. The raw data which previously had 9 fixed attributes after 

selection became 5 main attributes (X1-X5). Parameter transformation based on weights was carried out to 

facilitate calculation and pre-processing of missing values, duplicates were not found, so the clean data of 506 

data patients were ready for analysis. The percentage of dataset based on parameters after KDD analysis can 

be explained in Table 2.  

 

 
Figure 1. KDD dataset analysis for patients profiles 

 

 

Table 2. The distribution of KDD analysis dataset based on parameters 
X1 % X2 % X3 % X4 % X5 % 

21-30 59,68% >3 0,59% >10 6,32% Very high 7,31% Very high 8,30% 

11-20 9,68% 3 6,13% 7 – 10 8,50% High 14,23% High 15,42% 

31-40 28,26% 2 52,17% 3 – 6 32,81% Moderate 24,90% Moderate 26,88% 

41-50 2,37% 1 41,11% 1 – 2 35,38% Low 33,99% Low 29,25% 

    < 1 7,00% Very low 19,57% Very low 20,16% 

 

 

3.2.  FCM Analysis 

Initial dataset for FCM analysis defines as c=3, w=2, maxiter=50, error rate (ξ)=10-5, initial objective 

functions (𝑃𝑜 = 0), and initial iteration (t=1). Thus, the analysis reveals the center calculation of each cluster 

as in Table 3. Table 3 explains the result calculation of center cluster for cluster 1 as following Equation (2). It 

then adheres by cluster 2 and 3. As the recapitulation of the center cluster calculation for iteration#1, Table 4 

is elucidated. Following the Equation (4), the result calculation of the objective function at the iteration -1 is 

explained in Table 5. The process will persist till the 50th iteration is attained. Finally, the FCM clusters the 

dataset successfully as distributed in Figure 2 and Figure 3. Figure 2 records 215 data patients in cluster 1 

(green colour), 105 data in cluster 2 (yellow colour), and 186 data patient in cluster 3 (purple colour). The 

distribution of FCM clusters is visualized through the application of Principle Component Analysis (PCA). 

PCA offers the significant contribution in visualizing the FCM data distribution including the dimensionality 

reduction, enhanced interpretability, noise reduction, and improve identification of cluster separation and 

outliers [37]. Figure 3 describes the percentage (%) distribution of FCM clustering based on the parameters 

(X1, X2, …, X5) within cluster C1, C2, and C3 by considering the weighting of each parameters (w1,w2,..,w9). 
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Table 3.  The center cluster calculation for cluster 1 

Center cluster calculation 

The 

Cluster 

Degree  
-1 

Parameters 

(𝝁𝒊𝟏)𝟐 
(𝝁𝒊𝟏)𝟐

∗  𝑿𝟏 

(𝜇𝑖1)2

∗  𝑋2 

(𝜇𝑖1)2

∗  𝑋3 

(𝜇𝑖1)2

∗  𝑋4 
(𝜇𝑖1)2 ∗  𝑋5 

X1 X2 X3 X4 X5 

0,6066 
4 1 1 0 1 0,367940 1,471762 0,367940 0,367940 0,000000 0,367940 

0,2646 
4 1 1 2 3 0,070003 0,280013 0,070003 0,070003 0,140006 0,210009 

0,4563 
4 1 1 0 3 0,208210 0,832839 0,208210 0,208210 0,000000 0,624629 

0,1382 
4 1 1 2 4 0,019094 0,076378 0,019094 0,019094 0,038189 0,076378 

0,4502 
4 1 1 2 6 0,202711 0,810845 0,202711 0,202711 0,405422 1,216267 

0,4561 
4 1 1 3 4 0,208063 0,832254 0,208063 0,208063 0,624190 0,832254 

0,5448 
3 1 4 6 8 0,296792 0,890376 0,296792 1,187167 1,780751 2,374335 

0,3956 
3 1 1 1 0 0,156489 0,469466 0,156489 0,156489 0,156489 0,000000 

0,0778 
4 1 2 2 2 0,006052 0,024207 0,006052 0,012103 0,012103 0,012103 

0,7461 
3 1 1 0 0 0,556613 1,669840 0,556613 0,556613 0,000000 0,000000 

….. 
… … … … … ….. ….. ….. ….. ….. ….. 

0,3784 
4 1 1 0 1 0,143174 0,572695 0,143174 0,143174 0,000000 0,143174 

0,1118 
4 1 2 2 2 0,012506 0,050023 0,012506 0,025011 0,025011 0,025011 

0,5251 
4 1 3 3 2 0,275711 1,102846 0,275711 0,827134 0,827134 0,551423 

∑ 
83,635597 

275,3601

37 

139,4881

16 

207,0456

96 

296,7655

69 
315,934593 

The center cluster 3,292380 1,667808 2,475569 3,548317 3,777513 

 

Table 4. The recapitulation of center cluster iteration#1 
The Centre cluster 

 X1 X2 X3 X4 X5 

Cluster 1 3,422136 1,028467 1,708091 1,910725 2,710647 

Cluster 2 3,613499 1,137565 1,572049 2,060831 2,970372 

Cluster 3 3,647378 1,019377 1,738682 2,022508 2,647707 

 

Table 5. The objective function at the iteration #1 
The objective function 

(𝜇𝑖1)2-i 

L4 L5 L6 L7 
No    

1 0,350735 0,301464 0,347801 2,727659 0,108277 0,591875 3,427811 

2 0,070003 0,145909 0,124919 0,064951 0,072973 0,099308 0,237232 

3 0,20821 0,145909 0,026153 0,95167 0,692113 0,127759 1,771541 

4 0,019094 0,344374 0,075616 0,047861 0,537011 0,189007 0,773879 

5 0,202711 0,11354 0,045287 2,364412 1,098829 0,539316 4,002556 

6 0,208063 0,133008 0,032097 0,766731 0,324236 0,110882 1,201849 

7 0,296792 0,03282 0,075103 14,87855 1,545985 3,75521 20,17975 

8 0,156489 0,161025 0,041263 1,386088 1,718303 0,372237 3,476629 

9 0,006052 0,12765 0,319142 0,005646 0,165533 0,195645 0,366824 

10 0,556613 0,020629 0,012167 6,50062 0,284535 0,14681 6,931966 

11 0,234402 0,016656 0,149609 3,492202 0,239178 2,244025 5,975405 
……. ……. ……. ……. ……. ……. ……. ……. 

……. ……. ……. ……. ……. ……. ……. ……. 

505 0,030415 0,541696 0,008010 1,007870 16,219932 0,278363 17,506165 

506 0,176736 0,302610 0,000870 4,428485 8,260474 0,020684 12,709643 

 P1  ∑ 3088,942448 

 

(𝜇𝑖1)2 (𝜇𝑖2)2 (𝜇𝑖3)2 
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Figure 2. The distribution of FCM clustering using PCA 

 

 
Figure 3. The percentage (%) dataset distribution of FCM clustering based on the parameters 

 

The comparison evaluation matrices analysis is explained in Table 6. This analysis shows that CHI, 

DBI, and SI provide the optimum cluster structured with number cluster of 3. Herein, SI shows a calculated 

value of 0.199267157 and is categorized as low (0.2-0.3 as a minimum acceptable range). This is triggered by 

the membership overlaps amongest the clusters that have similar feature values thus the data points in different 

clusters are not well-separated, the average distance between points and their cluster centers won’t differ much 

from the distance to other cluster centers. These membership overlaps frequently occur in fuzzy clustering 

methods, such as fuzzy c-means, as points partially belong to multiple clusters. Moreover, in many real-world 

datasets such as the drug addiction data, especially those involving human behavior or complex phenomena, 

the distinct boundaries are hard to define thus impact naturally lower silhouette scores. Unfortunately, when it 

compared to the calculated values of other metrics, such as CHI (195,5899065 that categorized as high) and 

DBI value 1.196654107 (indicates better cluster separation whereby 1.0-1.5 can be acceptable ), thus the choice 

of cluster 3 as the most optimum cluster can be acceptable. Moreover, the comparison of SI calculation results 

in the other clusters (4-5) are even lower, the recommendation of cluster 3 is expected to be the best choice 

[38].    

 

Table 6. The comparison of cluster evaluation 
Numbers of 

clusters 
CHI DBI SI 

2 257,6285422 1,255475287 0,30569592 

3 195,5899065 1,196654107 0,199267157 

4 156,6324182 1,865339450 0,190636962 

5 125,1797499 2,176182867 0,136076017 
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The assessment metrics for FCM indicates that the patients’ profiles dataset structured and patterns 

(See Figure 3) whereby cluster 1 as high optimum class addiction is demonstrated by conditional parameters 

including the onset age of drug consumption (x1) between 21-30 years old (w4) achieved 61.78%; the urine 

test (x2) contains two type of drug detection (w2) within 49.78%; the prolonged use of the drug (x3) around 3-

6 year at 48%; the assessment of physical effect of addiction (x4) is categorized in moderate (w4) at 26.22%; 

and the psychological effect of addiction (x5) is reported as moderate (w4) indication at 29.33%. Meanwhile, 

cluster 2 as medium drugs dependency is specified by the patients pattern into the onset age of drug 

consumption (x1) between 21-30 years old at 59.8%; the urine test (x2) contains two type of drug detection at 

73.2%; the prolonged use of the drug (x3) between 7-10 years at 36.6%; the assessment of physical effect of 

addiction (x4) is clustered in High at 28.1%; and the psychological effect of addiction (x5) is reported as very 

high indication at 26.8%. Cluster 3 as regular class addiction that shows by the parameters indication perceives 

within the onset age of drug consumption (x1) between 21-30 years old at 57%; the urine test (x2) contains one 

type of drug detection (w1) at 47%; the prolonged use of the drug (x3) between one up to two years (w2) at 

42%; the assessment of physical effect of addiction (x4) is clustered in very low(w1) at 34%; and the 

psychological effect of addiction (x5) is reported as very low(w1) indication at 35%. This useful information 

aid the medical and rehabilitation doctors in taking and decide the curatives and preventives action. [39] 

explains that handling drug addiction effectively requires a tailored approach based on the level of addiction 

whether it’s in low, medium, or high addiction. The three stages of the addiction cycle emerge as a consequence 

of the disruption of brain networks involved with reward and motivation (reward network), executive function 

(executive control network), mood and stress reactivity (salience and emotion networks), and self-awareness 

(interoceptive and default mode networks). The length of the cycle and the prominence of each stage varies as 

a function of the severity of the pharmacological characteristics of the drug consumed [40]. Understanding 

these situation effectively provides the appropriate strategies handling at each level ranging from education 

and outpatient counselling  for low addiction to intensive inpatient treatment for high addiction. The patients 

as individuals can achieve better recovery outcomes and improve their overall quality of life. A comparison of 

the results and the clustering process of drug addiction conducted in this study (Fuzzy C-Mean clustering) with 

other techniques, such as the Diagnostic and Statistical Manual of Mental Disorders (DSM 5) and the 

International Classification of Diseases (ICD), was undertaken. It was found that both DSM-5 and ICD provide 

a global framework for the classification of diseases and health conditions based on diagnostic criteria that 

allow clustering based on severity into three categories: mild, moderate, and severe. The severity criteria 

delineated by DSM-5 and ICD encompass impaired control over substance use, social impairment, risky 

substance use, and pharmacological criteria (tolerance and withdrawal) [41 and 42]. However, the substance 

use disorder classification and their categorical approach in DSM-5 and ICD may not fully leverage the 

complexity of individual experiences of addiction. Fuzzy C-Means clustering offers a more nuanced and 

flexible methodology, accommodating overlapping symptoms and dynamic assessment, ultimately enhancing 

understanding and treatment outcomes in drug addiction contexts. This combination of structured classification 

and adaptive clustering could lead to more effective treatment pathways and better outcomes for individuals 

struggling with addiction. Regarding on the parameters, both DSM-5 and ICD consider the age of onset of 

substance use in understanding the course and severity of addiction. Early onset is associated with a higher risk 

of developing severe substance use disorders. Herein, Fuzzy C-Mean can utilize the precise age of onset as a 

continuous variable, allowing for nuanced membership gradations in clustering. For example, individuals who 

started using drugs at a very young age may cluster differently from those who began later, leading to better-

tailored interventions. Although the DSM-5 and ICD do not mandate urine tests for diagnosis, substance 

presence can be indicative of severity and support the clinician's overall assessment when considering the 

number of criteria met. Fuzzy C-Mean can analyze urine test results more dynamically, incorporating them as 

a continuous variable impacting cluster membership. For instance, variations in test results (e.g., frequency, 

intensity) could facilitate the differentiation of low, middle, and high addiction levels, allowing for multiple 

memberships based on substance use frequency and patterns. The DSM-5 and ICD consider prolonged use as 

part of the diagnostic criteria for substance use disorder. Specifically, it looks for patterns of continued use 

despite negative consequences, along with withdrawal symptoms or tolerance development. Meanwhile, Fuzzy 

C-Mean allows prolonged use to be treated as a gradient rather than a binary assessment. For example, an 

individual may have different levels of membership in "middle" and "high" addiction categories based on how 

long and consistently they have used the substance. This flexibility can highlight the severity of addiction more 

accurately than categorical approaches. Both DSM-5 and ICD identify physical effects (e.g., tolerance and 

withdrawal symptoms) as criteria contributing to substance use disorder diagnoses. These effects are 

considered significant indicators of addiction severity. The Fuzzy C-Mean framework can evaluate physical 

health impacts continuously across different dimensions of severity, allowing for profiling individuals based 

on specifics regarding physical health impacts and their degrees of association with clusters representing 

addiction severity levels. Lastly, the psychological effects, such as anxiety, depression, and cognitive 
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disturbances, are critical components of the DSM-5 and ICD classifications. These criteria for substance use 

disorders include behavioral patterns reflecting psychological distress. Both classifications techniques 

emphasize the interplay between mental health and substance use, recognizing that psychological effects can 

exacerbate addiction severity. Meanwhile, Fuzzy C-Mean in this case captures the continuum of psychological 

impacts by allowing individuals to belong to multiple clusters representing varying psychological severities. 

For instance, someone may show high psychological distress (anxiety/depression) alongside moderate 

addiction levels, thus informing a more multifaceted treatment approach. In nutshells, while the DSM-5 and 

ICD provide structured criteria for assessing drug addiction severity, Fuzzy C-Means clustering introduces 

flexibility and adaptability in evaluating complex addiction profiles. Integrating both traditional diagnostic 

criteria and advanced clustering techniques could significantly improve the treatment and understanding of 

substance use disorders. This result shows the efficacy of Fuzzy C-Means as soft clustering in handling the 

overlapping categories in each cluster and reflect the continuous nature of addiction. Thus, it can provide more 

nuanced subgroup definitions, proper guiding clinical interventions and psychological treatment based on the 

characterictics of data for each clustering level.   

 

 

4. CONCLUSION  

This study has been successfully cluster the patients profiles of the drug addiction by considering the 

several parameters including the onset age of drug consumption, the prolonged use of the drug, the urine test, 

and the assessment of physical and psychological effect of addiction. 506 dataset patients from National 

Narcotics Boards in Riau has been optimum structured into 3 clusters viz., 215 data are recorded in clusters 1 

as high optimum class addiction, 105, and 186 data in clusters 2, and 3 as medium and regular addiction levels, 

respectively. Three evaluation approaches as well as CHI, DBI, and SI test the potentially structured of dataset 

clustered at cluster 3. This analysis provides the pattern of patients’ profiles for the drug addiction. Thus, the 

National Narcotics Boards in Riau, who are the ultimate beneficiaries of this system, determine the severity of 

drug addiction in order to implement effective treatment programs, both preventative and curative. 
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