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 This paper investigates the effectiveness of six pre-trained deep learning 

models to classify images of agricultural plant insects. We utilized the BAU-

Insectv2 dataset, which includes images from nine classes. Aphids, 

Armyworm, Beetle, Bollworm, Grasshopper, Mites, Mosquito, Sawfly, and 

Stem borer. The models, namely Xception, MobileNetV2, ResNet50, 

EfficientNetV2B3, ResNet101, and DenseNet121, are fine-tuned by transfer 

learning from ImageNet. This approach significantly reduces training time 

while improving classification accuracy. Our experiments reveal that each 

model reliably distinguishes between insect species even when faced with 

varying lighting conditions and diverse viewpoints. To further clarify how 

these models make predictions, we employ Gradient-weighted Class 

Activation Mapping (Grad-CAM) to highlight critical regions in the images. 

The results demonstrate that each model focuses on unique biological features 

and offers clear explanations for its decisions. The research results contribute 

to demonstrating the potential of pre-trained deep learning architectures for 

agricultural monitoring and pest management, paving the way for promising 

future applications. 
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1. INTRODUCTION  

Agricultural productivity is often threatened by insect infestations, which can lead to significant 

economic losses and environmental challenges [1-2]. Rapid and accurate identification of these pests is 

essential for effective crop management and timely intervention. Traditional methods of insect identification, 

which are based on manual inspection and expert knowledge, are time-consuming and subject to human error. 

Moreover, the increasing scale of modern agriculture further exacerbates the challenge of pest 

monitoring. Large farmlands require extensive surveillance, making manual inspection impractical and 

inefficient. Additionally, the diversity of insect species, seasonal variations, and environmental factors 

contribute to the complexity of accurate pest identification. Misidentification or delayed detection can lead to 

improper pest control measures, resulting in crop damage, reduced yields, and increased reliance on chemical 

pesticides. Therefore, improving the efficiency and reliability of pest monitoring is a critical aspect of 

sustainable agricultural practices. As a result, there is a growing need for automated approaches that can assist 

farmers and agricultural professionals in monitoring and managing pest populations. 

In recent years, deep learning has revolutionized the field of image classification, offering state-of-

the-art performance in various applications. Pre-trained deep learning models, in particular, have shown great 

promise in adapting to new tasks through transfer learning. By leveraging knowledge from large-scale datasets 

like ImageNet, these models can be fine-tuned to perform specific classification tasks with reduced training 

time and improved accuracy. This paper investigates the effectiveness of six such pre-trained models: 
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Xception, MobileNetV2, ResNet50, EfficientNetV2B3, ResNet101, and DenseNet121 for the classification of 

agricultural plant insects. 

We employ the BAU-Insectv2 dataset, which consists of images spanning nine insect classes: Aphids, 

Armyworm, Beetle, Bollworm, Grasshopper, Mites, Mosquito, Sawfly, and Stem borer. This dataset presents 

various challenges, such as different lighting conditions and viewpoints, which simulate real-world scenarios 

in agricultural settings. Our approach involves fine-tuning each model using transfer learning from ImageNet, 

thereby harnessing their pre-learned features to better capture the unique characteristics of the insect species in 

the dataset. 

Understanding the decision-making process of these deep learning models is crucial, particularly in 

applications where transparency is as important as accuracy. To address this, we incorporate the Gradient-

weighted Class Activation Mapping (Grad-CAM) technique. Grad-CAM provides visual explanations by 

highlighting the critical regions in the images that influence the models' predictions. This interpretability not 

only builds trust in the automated system, but also aids in understanding the biological features that distinguish 

different insect species. 

 

The contributions of this paper are presented in three aspects: 

• First, we provide a comprehensive evaluation of six pre-trained deep learning models on a 

challenging agricultural insect classification task. 

• Second, we demonstrate the practical advantages of transfer learning in reducing training time 

while maintaining high accuracy.  

• Third, we use Grad-CAM to clearly show which specific biological features each model 

focuses on when making its predictions. 

In general, the research results contribute to demonstrating the potential of pre-trained deep learning 

architectures for agricultural monitoring and pest management, paving the way for promising future 

applications. The remainder of this paper is organized as follows. Section 2 reviews related work on agriculture 

pest monitoring and deep learning. Section 3 describes the BAU-Insectv2 dataset. Section 4 is the methodology 

used in this study. Section 5 presents our experimental setup and results. Section 6 concludes the paper with 

suggestions for future research. 

 

 

2. RELATED WORK 

2.1 Transfer learning 

In the field of deep learning, collecting fully labeled data for every task often poses significant 

challenges, especially in specialized applications such as agricultural image recognition. To overcome these 

limitations, transfer learning has emerged as an effective solution, enabling the transfer of features learned 

from a large dataset (e.g. ImageNet) to target tasks with limited data [3-9]. Numerous studies have shown that 

pre-trained models such as ResNet, MobileNet, and Xception can be fine-tuned to considerably improve 

classification performance on new tasks [10-12].  

Transfer learning is also widely applied in many other fields, such as healthcare and autonomous 

vehicles. In healthcare, pre-trained models, initial trained on large datasets such as ImageNet, have been fine-

tuned to perform complex tasks such as medical image analysis [13-17], cancer detection [18-21], and 

pathology segmentation on X-Ray [22-23], MRI [24-26], or CT images [27-29]. This approach helps reduce 

the need for extensively labeled data and supports early and accurate diagnoses, thereby improving treatment 

outcomes. Similarly, in the field of autonomous vehicles, transfer learning improves systems for object 

recognition, traffic sign detection, and identification of surrounding objects, thus improving the environmental 

awareness and traffic safety of a vehicle [30-33]. Specifically, in the domain of recognizing agricultural pest 

insects, these models not only help reduce training time but also enhance accuracy in distinguishing insect 

species under various conditions [34-37].  

These applications demonstrate that transfer learning not only saves training time, but also enables AI 

systems to generalize better in changing environments, opening up many new avenues for research and 

practical applications. 

 

2.2 Explaining deep learning models with Grad-CAM 

Although deep learning models have achieved significant success in many fields, their complex 

architecture often leads to difficulties in explaining and understanding the decision-making process. This poses 

a challenge in the deployment of these models in applications that require high reliability. 

To address this issue, recent research has proposed methods like SHAP, LIME, and Grad-CAM to 

clarify the inner workings of deep learning models [38-43]. These methods contribute to the field of 
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Explainable Artificial Intelligence (XAI) [44], with the aim of making deep learning models clearer and more 

transparent. 

Related research on Grad-CAM has demonstrated that this method is an effective tool to explain the 

decisions made by deep learning models. Selvaraju et al. (2017) [45] introduced Grad-CAM as a simple 

technique that uses the gradients of the final layer to produce visual maps, thereby highlighting the regions in 

an image that greatly influence the model’s decision. This method has been used successfully in many areas. 

For example, it is applied in medical image analysis and object recognition in self-driving cars, allowing users 

to better understand how the model makes its decisions. 

For example, in healthcare, studies have utilized Grad-CAM to identify abnormal regions in X-ray 

images, thereby assisting physicians in making early and accurate diagnoses [46-50]. In agriculture, Grad-

CAM is used to help researchers understand how deep learning models predict leaf diseases. By creating 

heatmaps over leaf images, Grad-CAM highlights the regions that have the most influence on the model's 

decision. This visual explanation enables experts to verify that the model is focusing on the correct symptoms 

of the disease, which supports a more accurate diagnosis and effective crop management. 

Recent studies have applied machine learning and deep learning techniques to insect classification 

[55-58], often using modern machine learning techniques, traditional CNNs, transfer learning. However, these 

studies often lack interpretability, making it difficult to understand how the models arrive at their predictions. 

In contrast, our work evaluates six high-performing pre-trained architectures on the BAU-Insectv2 dataset, 

which presents significant visual complexity. Additionally, while Grad-CAM has been used in general image 

classification, its use in insect classification for agricultural purposes remains underexplored. By integrating 

Grad-CAM with model evaluation, we provide both performance comparison and interpretability insights, an 

area that has not been thoroughly addressed in prior work. 

 

 

3. DATASET  

In this study, we used the BAU-Insectv2 dataset [51], a comprehensive collection of high-resolution 

images tailored for deep learning and biomedical image analysis in agricultural settings. The dataset comprises 

images of nine distinct insect genera: Aphids, Armyworm, Beetle, Bollworm, Grasshopper, Mites, Mosquito, 

Sawfly, and Stem borer. This dataset offers a robust foundation for developing and evaluating machine learning 

models aimed at insect detection, classification, and analysis, thereby advancing research in precision 

agriculture and pest management. 

The dataset is divided into three sets: the training set comprises 2092 images (80%), the validation set 

includes 262 images (10%), and the testing set contains 262 images (10%). Before training and evaluation, 

each image is resized to 224x224 pixels. Some images of the BAU-Insectv2 dataset can be seen in Figure 1. 

 

 
Figure 1. Some images of the BAU-Insectv2 dataset. 

4. METHODOLOGY 

4.1 Proposed Model 

Figure 2 presents the overall workflow of our proposed insect classification system, which combines 

multiple state-of-the-art Convolutional Neural Network (CNN) models with an interpretability mechanism. 
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First, the insect image dataset is gathered and prepared through a preprocessing phase that may include resizing 

images to a uniform resolution, normalizing pixel values, and applying data augmentation techniques (e.g., 

rotations, flips, and random crops) to enhance model robustness against variations in angle, lighting, and 

background. 

Once preprocessing is complete, the dataset is partitioned into three subsets: a training set to fit the 

model parameters, a validation set for hyperparameter tuning and overfitting control, and a testing set to assess 

final model performance. In this study, six CNN architectures: Xception [11], MobileNetV2 [52], ResNet50 

[12], EfficientNetV2B3 [53], ResNet101 [12], and DenseNet121 [54] are trained on the same dataset. Each 

model leverages transfer learning from large-scale pre-trained weights (e.g., ImageNet), allowing for faster 

convergence and improved accuracy.  

Xception is an extension of the Inception architecture that replaces standard convolutions with 

depthwise separable convolutions, leading to improved efficiency and accuracy. MobileNetV2 is a lightweight 

model optimized for mobile and embedded applications, utilizing inverted residuals and linear bottlenecks to 

reduce computational cost. ResNet50 and ResNet101 are part of the Residual Network family, which employs 

skip connections to facilitate the training of very deep networks. EfficientNetV2B3 belongs to the 

EfficientNetV2 family, which improves both training speed and parameter efficiency through compound model 

scaling. Finally, DenseNet121 connects each layer to every other layer in a feed-forward fashion, enhancing 

feature reuse and mitigating the vanishing gradient problem. The models learn hierarchical representations of 

insect features, capturing both global shapes and fine-grained details critical to distinguishing among insect 

species. 

Following model training, performance metrics such as accuracy, precision, recall, and F1-score are 

computed to provide a comprehensive evaluation of classification effectiveness. Additionally, the framework 

incorporates Grad-CAM (Gradient-weighted Class Activation Mapping) to generate heatmaps illustrating the 

regions in each image that most influence the model’s predictions. By highlighting class-discriminative 

features (e.g., wings, body segments, or distinctive coloration patterns), Grad-CAM offers valuable insight into 

the model’s decision-making process. This interpretability component is essential in agricultural settings, 

where understanding the basis of a model’s classification decisions can guide more effective and trustworthy 

pest management strategies. 

 

 
Figure 2. A diagram depicting the suggested deep learning methodology for classification and visualization. 

 

4.2 Model Architecture 

Table 1. Detailed Layer Structure of the Proposed Model 

Layer Description 

Input (224×224×3) Accepts RGB images of size 224×224×3 as the input. 

Pre-trained Model 
Pre-trained architectures such as Xception, MobileNetV2, ResNet50, EfficientNetV2B3, 

ResNet101, and DenseNet121 are leveraged to extract features. 

BatchNormalization 
Normalizes activations from the base model, accelerating convergence and improving training 

stability. 
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Layer Description 

Dense (256, ReLU) 
A fully connected layer with 256 neurons, employing ReLU activation to capture high-level 

feature representations. 

Dropout (0.35) 
Randomly drops 35% of the neurons during training to reduce overfitting and improve 

generalization. 

BatchNormalization Further normalizes intermediate activations, aiding in stable and efficient training 

Dense (128, ReLU) 
A fully connected layer with 128 neurons, again using ReLU activation to refine learned 

features. 

Dropout (0.3) Drops 30% of the neurons, providing an additional regularization mechanism. 

Dense (64, ReLU) A fully connected layer with 64 neurons, using ReLU activation for further feature processing. 

Dense (class_count, Softmax) 
The output layer, containing class_count neurons with a Softmax activation function, producing 

a probability distribution over the target classes 

 

Table 1 presents the detailed architecture of the proposed model. The model uses an RGB input image 

with a size of 224×224×3. Features are extracted using pre-trained models such as Xception, MobileNetV2, or 

ResNet50. BatchNormalization layers are added to stabilize the training, followed by Dense layers with 256 

and 128 neurons, combined with Dropout to reduce overfitting. A Dense layer with 64 neurons further refines 

the features. Finally, the output Dense layer, using the Softmax function, generates a probability distribution 

for each classification class. 

 

4.3 Setup configuration 

In the proposed model training configuration, the input size is set to 224x224 pixels, consistent with 

the standard practices for this architecture. We utilized the Adam optimizer with a learning rate of 0.0001 to 

update the model weights. The training process is scheduled for 50 epochs, providing a balance that allows the 

model ample opportunity to learn from the data while reducing the risk of overfitting. The batch size is set to 

16, a common choice that effectively balances computational efficiency and model performance. 

 

 

5. RESULTS 

In this section, we present and analyze the experimental results derived from six pre-trained deep 

learning models: Xception, MobileNetV2, ResNet50, EfficientNetV2B3, ResNet101, and DenseNet121. These 

models were evaluated using the BAU-Insectv2 dataset, which consists of images across nine insect classes: 

Aphids, Armyworm, Beetle, Bollworm, Grasshopper, Mites, Mosquito, Sawfly, and Stem borer. The 

performance of these models was measured through key evaluation metrics, including accuracy, precision, 

recall, F1 score, and support on testing phases. 

 

5.1 Xception 

The classification report for the Xception model, presented in Table 2, summarizes its performance 

on 262 samples across nine insect types. The overall accuracy is 0.9847, with macro-average metrics of 0.9860 

for precision, 0.9839 for recall, and 0.9848 for F1-score, closely matched by the weighted averages (0.9850, 

0.9847, and 0.9847, respectively). Notably, the Mites, Mosquito, and Stem Borer classes achieved perfect 

scores across all metrics, while the Aphids, Armyworm, Beetle, Bollworm, and Grasshopper classes also 

demonstrated strong performance with F1-scores ranging from 0.9508 to 0.9855. These results highlight the 

robustness and effectiveness of the Xception model in accurately classifying various insect types. 
 

Table 2. Classification Report of Xception model 

Insect Type Precision Recall F1-Score Support 

Aphids 0.9667 0.9355 0.9508 31 

Armyworm 1.0000 0.9615 0.9804 26 

Beetle 0.9714 1.0000 0.9855 34 

Bollworm 0.9655 1.0000 0.9825 28 

Grasshopper 0.9706 1.0000 0.9851 33 

Mites 1.0000 1.0000 1.0000 30 

Mosquito 1.0000 1.0000 1.0000 34 
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Insect Type Precision Recall F1-Score Support 

Sawfly 1.0000 0.9583 0.9787 24 

Stem Borer 1.0000 1.0000 1.0000 22 

Accuracy  -  - 0.9847 262 

Macro Avg 0.9860 0.9839 0.9848 262 

Weighted Avg 0.9850 0.9847 0.9847 262 

 

 

5.2 MobileNetV2 

The classification report for the MobileNetV2 model, as shown in Table 3, summarizes its 

performance on a dataset of 262 samples across nine insect types. The overall accuracy achieved is 0.9885. 

The macro-average metrics indicate a precision of 0.9887, a recall of 0.9875, and an F1-score of 0.9880, while 

the weighted averages are similarly high (0.9888 for precision, 0.9885 for recall, and 0.9885 for F1-score). 

Notably, several insect categories, such as Beetle, Grasshopper, Mites, Mosquito, and Stem Borer, attained 

perfect scores across all metrics. The strong performance across the board demonstrates that MobileNetV2 is 

highly effective and robust in accurately classifying various insect types. 

 

Table 3. Classification Report of MobileNetV2 model. 

Insect Type Precision Recall F1-Score Support 

Aphids 1.0000 0.9677 0.9836 31 

Armyworm 0.9615 0.9615 0.9615 26 

Beetle 0.9714 1.0000 0.9855 34 

Bollworm 0.9655 1.0000 0.9825 28 

Grasshopper 1.0000 1.0000 1.0000 33 

Mites 1.0000 1.0000 1.0000 30 

Mosquito 1.0000 1.0000 1.0000 34 

Sawfly 1.0000 0.9583 0.9787 24 

Stem Borer 1.0000 1.0000 1.0000 22 

Accuracy  -  - 0.9885 262 

Macro Avg 0.9887 0.9875 0.9880 262 

Weighted Avg 0.9888 0.9885 0.9885 262 

 

 

5.3 ResNet50 

The classification report for the ResNet50 model, shown in Table 4, outlines its performance on a 

dataset of 262 samples across nine insect types. The overall accuracy of the model is 0.9924. The macro-

average metrics are exceptionally high, with a precision of 0.9923, recall of 0.9918, and F1-score of 0.9919, 

which are very close to the weighted averages. Notably, several insect categories, including Beetle, Bollworm, 

Grasshopper, and Stem Borer, achieved perfect scores (1.0000) on all metrics. These results demonstrate the 

robustness and precision of the ResNet50 model in accurately classifying various insect types. 

 
 

Table 4. Classification Report of ResNet50 model. 

Insect Type Precision Recall F1-Score Support 

Aphids 1.0000 0.9677 0.9836 31 

Armyworm 0.9630 1.0000 0.9811 26 

Beetle 1.0000 1.0000 1.0000 34 

Bollworm 1.0000 1.0000 1.0000 28 

Grasshopper 1.0000 1.0000 1.0000 33 

Mites 0.9677 1.0000 0.9836 30 

Mosquito 1.0000 1.0000 1.0000 34 
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Insect Type Precision Recall F1-Score Support 

Sawfly 1.0000 0.9583 0.9787 24 

Stem Borer 1.0000 1.0000 1.0000 22 

Accuracy  -  - 0.9924 262 

Macro Avg 0.9923 0.9918 0.9919 262 

Weighted Avg 0.9926 0.9924 0.9924 262 

 

 

5.4 EfficientNetV2B3 

The classification report for the EfficientNetV2B3 model, presented in Table 5, summarizes its 

performance on a dataset of 262 samples across nine insect types. The model demonstrates exceptional 

performance, achieving perfect scores (1.0000) for Aphids, Beetle, Grasshopper, Mites, Mosquito, Sawfly, and 

Stem Borer. Armyworm records an F1-Score of 0.9804 and Bollworm an F1-Score of 0.9825. Overall, the 

model attains an accuracy of 0.9962, with macro-average precision, recall, and F1-scores of 0.9962, 0.9957, 

and 0.9959 respectively, and weighted averages that are similarly outstanding. These results underscore the 

high reliability and effectiveness of EfficientNetV2B3 in classifying various insect types. 

 

Table 5. Classification Report of EfficientNetV2B3 model. 

Insect Type Precision Recall F1-Score Support 

Aphids 1.0000 1.0000 1.0000 31 

Armyworm 1.0000 0.9615 0.9804 26 

Beetle 1.0000 1.0000 1.0000 34 

Bollworm 0.9655 1.0000 0.9825 28 

Grasshopper 1.0000 1.0000 1.0000 33 

Mites 1.0000 1.0000 1.0000 30 

Mosquito 1.0000 1.0000 1.0000 34 

Sawfly 1.0000 1.0000 1.0000 24 

Stem Borer 1.0000 1.0000 1.0000 22 

Accuracy - - 0.9962 262 

Macro Avg 0.9962 0.9957 0.9959 262 

Weighted Avg 0.9963 0.9962 0.9962 262 

 

5.5 ResNet101 

Table 6 presents the classification report for the ResNet101 model, evaluated on a dataset of 262 

samples spanning nine insect types. The model achieved an overall accuracy of 0.9885, with macro-average 

metrics of 0.9887 for precision, 0.9875 for recall, and 0.9880 for F1-score, while the weighted averages are 

similarly high. Notably, most insect classes, including Aphids, Beetle, Bollworm, Grasshopper, Mites, 

Mosquito, Sawfly, and Stem Borer, demonstrate robust performance, with several categories achieving near-

perfect scores. These results underscore the effectiveness and reliability of the ResNet101 model in accurately 

classifying diverse insect types. 
 

Table 6. Classification Report of ResNet101 model. 

Insect Type Precision Recall F1-Score Support 

Aphids 1.0000 0.9677 0.9836 31 

Armyworm 0.9615 0.9615 0.9615 26 

Beetle 0.9714 1.0000 0.9855 34 

Bollworm 0.9655 1.0000 0.9825 28 

Grasshopper 1.0000 1.0000 1.0000 33 

Mites 1.0000 1.0000 1.0000 30 

Mosquito 1.0000 1.0000 1.0000 34 
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Insect Type Precision Recall F1-Score Support 

Sawfly 1.0000 0.9583 0.9787 24 

Stem Borer 1.0000 1.0000 1.0000 22 

Accuracy - - 0.9885 262 

Macro Avg 0.9887 0.9875 0.9880 262 

Weighted Avg 0.9888 0.9885 0.9885 262 

 

5.6 DenseNet121 

The classification report summarizes the performance of the DenseNet121 model on a dataset of 262 

samples across nine insect classes (Table 7). The overall accuracy is 0.9809, with both macro and weighted 

averages for precision, recall, and F1-score around 0.981. Notably, the Beetle, Bollworm, Mosquito, and Stem 

Borer classes achieved perfect scores (1.0000) on all metrics, while the remaining classes also performed 

strongly with F1-scores above 0.943. These results highlight the high effectiveness and stability of 

DenseNet121 in accurately classifying various insect types. 
 

Table 7. Classification Report of ResNet101 model. 

Insect Type Precision Recall F1-Score Support 

Aphids 0.9375 0.9677 0.9524 31 

Armyworm 0.9259 0.9615 0.9434 26 

Beetle 1.0000 1.0000 1.0000 34 

Bollworm 1.0000 1.0000 1.0000 28 

Grasshopper 1.0000 0.9394 0.9688 33 

Mites 0.9677 1.0000 0.9836 30 

Mosquito 1.0000 1.0000 1.0000 34 

Sawfly 1.0000 0.9583 0.9787 24 

Stem Borer 1.0000 1.0000 1.0000 22 

Accuracy - - 0.9809 262 

Macro Avg 0.9812 0.9808 0.9808 262 

Weighted Avg 0.9816 0.9809 0.9810 262 

 

5.7 Evaluating the Models' Overall Performance 

Table 8 summarizes the testing accuracy of six deep learning models on the insect classification task. 

EfficientNetV2B3 achieved the highest accuracy (99.62%), followed by ResNet50 (99.24%). Xception, 

MobileNetV2, ResNet101, and DenseNet121 also demonstrated strong performance, with accuracies ranging 

from 98.09% to 98.85%. These results underscore the robust performance of these models, particularly 

highlighting the superior effectiveness of EfficientNetV2B3 in classifying images of agricultural plant insects. 
 

Table 8. Testing Accuracy of Various Models. 

Model 
Testing 

Accuracy 

Xception 0.9847 

MobileNetV2 0.9885 

ResNet50 0.9924 

EfficientNetV2B3 0.9962 

ResNet101 0.9885 

DenseNet121 0.9809 

 

 

Figure 3 illustrates the confusion matrices for six pre-trained models used in classifying images of 

agricultural plant insects, offering a detailed view of each model's performance in correctly identifying and 

occasionally misclassifying the various insect categories. 
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Figure. 3. Confusion matrices for six pre-trained models used to classify images of agricultural plant insects. 

 

5.8 Grad-CAM is used to evaluate and explain the results predicted by the model 

In our study, Grad-CAM is used to assess and interpret the predictions generated by our deep learning 

models on images of agricultural plant insects. Grad-CAM (Gradient-weighted Class Activation Mapping) 

helps to visualize the discriminative regions in an input image that have the most influence on the model’s 

decision. It operates by computing the gradient of the target class score with respect to the feature maps in the 

final convolutional layer. These gradients are then globally averaged to obtain importance weights, which are 

used to produce a class-specific localization map. This map highlights the salient regions the model focuses on 

during classification.  

By creating class-specific heatmaps, Grad-CAM highlights the key regions within each image that 

contribute most significantly to the model's decision-making process. This visualization technique not only 

aids in understanding the internal mechanisms of the deep learning models but also verifies that the model is 

focusing on biologically relevant features. 

 

 
Figure 4. Heatmap-based Insect Classification Results 
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Figure 4 shows Grad-CAM visualizations for multiple insect images, each annotated with both the 

true label and the model’s predicted label. The heatmaps highlight the specific regions within each image that 

the deep learning model relies on most heavily for classification. Notably, when the predicted label matches 

the true label, the heatmap often focuses on distinctive morphological features (e.g., body shape, wing patterns) 

that are characteristic of that insect class.  

Figure 5 presents Grad-CAM visualizations generated by six deep learning models: Xception, 

MobileNetV2, ResNet50, EfficientNetV2B3, ResNet101, and DenseNet121 applied to an agricultural plant 

insect image. The first column shows the original input image, the second column displays the corresponding 

Grad-CAM heatmap, and the third column overlays the heatmap on the input image. Notably, each model’s 

heatmap emphasizes the insect’s body, particularly around the head, indicating that these morphological 

features are most influential in the classification decision. 

 

 
Figure 5. Grad-CAM Visualization Across Six Deep Learning Models for Agricultural Insect Classification 

 

 

5. CONCLUSION AND FUTURE WORK  
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In this study, we evaluated the performance of six pre-trained deep learning architectures: Xception, 

MobileNetV2, ResNet50, EfficientNetV2B3, ResNet101, and DenseNet121 on the BAU-Insectv2 dataset 

comprising nine classes of agricultural plant insects. Using transfer learning, we significantly reduced training 

time while maintaining high classification accuracy across diverse lighting conditions and viewpoints. The 

Grad-CAM technique provided valuable insight into the model decision-making processes, illustrating that 

each network focuses on distinct biological features when identifying insect species. These findings highlight 

the potential of pre-trained deep learning models not only for accurate pest identification but also for improving 

transparency in model predictions. 

While Grad-CAM has provided valuable visual explanations for the predictions of our model, future 

work should explore additional interpretability techniques to further elucidate the underlying decision-making 

process. Methods such as layer-wise relevance propagation, SHAP values, or integrated gradients could 

provide more detail of how different features contribute to the final classification. 
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