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 White blood cells called lymphocytes are the target of the blood malignancy 

known as acute lymphoblastic leukemia (ALL). In the domain of medical 

image analysis, deep learning and transfer learning methods have recently 

showcased significant promise, particularly in tasks such as identifying and 

categorizing various types of cancer. Using microscopic pictures, we suggest 

a deep learning and transfer learning-based method in this research work for 

predicting ALL blood cells. We use a pre-trained convolutional neural network 

(CNN) model to extract pertinent features from the microscopic images of 

blood cells during the feature extraction step. To accurately categorize the 

blood cells into leukemia and non- leukemia classes, a classification model is 

built using a transfer learning technique employing the collected features. We 

use a publicly accessible collection of microscopic blood cell pictures, which 

contains samples from both leukemia and non-leukemia, to assess the 

suggested method. Our experimental findings show that the suggested method 

successfully predicts ALL blood cells with high accuracy. The method 

enhances early ALL detection and diagnosis, which may result in better patient 

treatment outcomes. Future research will concentrate on larger and more 

varied datasets and investigate the viability of integrating it into clinical 

processes for real-time ALL prediction. 
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1. INTRODUCTION 

Blood cell malignancies are among the most prevalent and lethal types of cancer, posing a complex and 

challenging disease that affects millions of people worldwide [1]. Timely and accurate diagnosis of these 

conditions is crucial for effective treatment and improved patient outcomes. In a single drop of blood, there are 

over two hundred million red blood cells and nearly 500,000 white blood cells. To maintain these quantities, 

our bodies must continuously produce fresh blood cells while replacing old ones. The human bone marrow, 

composed of stem cells responsible for generating all blood cells, serves as the site for this continuous process 

of blood cell production. Understanding the intricacies of blood cell malignancies requires a comprehensive 

analysis of various blood cell types and their characteristics. Each stem cell within the bone marrow possesses 

the remarkable ability to divide repeatedly, generating copies that differentiate into distinct blood cell types. 

Abnormalities or mutations in the genetic material of these stem cells can lead to the development of blood 

cell malignancies, such as leukemia, lymphoma, or myeloma. 

Early detection and precise diagnosis of blood cell malignancies are critical for implementing appropriate 

treatment strategies. The identification of specific blood cell types and their abnormalities can provide valuable 

mailto:srilatha_tokala@srmap.edu.in


IJEEI  ISSN: 2089-3272  

Acute Lymphoblastic Leukemia Blood Cells Prediction Using… (Omkar Subhash Ghongade et al) 

779 

insights into the progression and severity of the disease. Consequently, advanced diagnostic techniques and 

tools are necessary to accurately classify and differentiate between different blood cell types, enabling 

healthcare professionals to make informed decisions regarding treatment options. In recent years, deep learning 

models have demonstrated remarkable capabilities in various medical applications, including cancer diagnosis. 

These models leverage the power of artificial neural networks to analyze complex data patterns and make 

accurate predictions. By training deep learning models on large datasets of blood cell images, it becomes 

possible to develop automated systems for the identification and classification of blood cell malignancies. 

These systems have the potential to enhance the efficiency and accuracy of diagnosis, enabling healthcare 

providers to intervene at an early stage and initiate appropriate treatment protocols. 

Leukemia [2], lymphoma, and myeloma are three of the most common forms of blood cell malignancies, 

and cancer of the blood is one of the major causes of mortality in the world. The excessive production of 

aberrant white blood cells results in leukemia, a kind of blood and bones-marrow cancer. Leukemia comes in 

four different forms. There are four different kinds of leukemia. Children have a greater probability to be 

diagnosed with acute lymphoblastic leukemia (ALL) [3], but adults are more likely to get acute myelogenous 

leukemia (AML), which is not hereditary. Both are generated by an excess production of WBC’s. The two 

different types of leukemia are Chronic lymphocytic leukemia and Chronic myelogenous Leukemia [4]. 

Chronic lymphocytic leukemia is a type of leukemia that is most frequent in adults over 60 and results from 

the body producing an excessive number of inefficient white blood cells. Chronic myelogenous Leukemia 

[5] develops in stages and is most prevalent in men. It is brought on by the body's overproduction of white 

blood cells. Leukemia symptoms include frequent infections, pain in the joints or bones, fever, and sweats at 

night. The cancer type lymphoma is another one that commonly causes solid tissue mass in the form of 

lymphadenopathy but can also manifest as an extranodal mass, such as in the brain. The two primary types 

of lymphoma include non-Hodgkin and Hodgkin lymphoma. There are numerous subtypes of lymphoma [6], 

which are categorized according to the lymphocytes afflicted, the location and spread of the malignancy, and 

other considerations. Here is a summary of the non-Hodgkin lymphoma, subgroups of Hodgkin lymphoma. 

Lymphoma symptoms can include enlarged lymph nodes itching and unexplained weight loss. Another form 

of cancer called myeloma causes healthy tissues to suffer long-term harm when myeloma cells spread through 

the circulation and gather in the bone marrow. The disease is known as multiple myeloma because, in most 

portion instances, cellular myeloma migrates into spaces in all the main bones in the body, causing numerous 

tiny lesions. 

There are three different varieties of myelomas namely [7] 

• Multiple Myeloma: It makes up roughly 90% of all cases and is the most prevalent variety. It can 

be identified by the bone marrow's accumulation of abnormal plasma cells. 

• Smoldering Myeloma: Although the patient does not exhibit any signs of the illness, this type 

of myeloma is distinguished by the presence of abnormal plasma cells within the marrow of the bone. 

• Solitary Plasmacytoma: This uncommon form of myeloma grows outside of the bone marrow as 

a single tumor made up of aberrant plasma cells. 

Myeloma symptoms can include bone discomfort and fractures, anemia, kidney issues, and nerve issues. 

Uncontrolled proliferation of aberrant bone marrow and blood cells characterizes the complex and diverse 

group of disorders known as blood cell malignancies. The three main subtypes of blood cells that can be 

impacted by these tumors are RBC’s, WBC’s, and platelets [8]. The prognosis for cancer depends on the form 

and level of the disease, blood cell cancer symptoms might vary, but they frequently include weakness, 

exhaustion, fever, weight loss, and swollen lymph nodes. Physical examinations, blood testing, bone marrow 

biopsies, and microscopic inspection of blood cell samples by a qualified pathologist are currently used to 

diagnose blood cell malignancy. These techniques have some drawbacks, –such as the fact that they take a lot 

of time and are subjective and reliant on the pathologist's experience and knowledge. These techniques can 

also be ineffective in detecting early-stage blood cell malignancies, which can delay diagnosis and reduce the 

effectiveness of treatment. For these diseases to be effectively treated and for patient outcomes to be 

improved, early and precise identification is essential. Convolutional Neural Networks (CNNs) have 

emerged as a promising tool in the field of image processing and medical diagnostics, holding immense 

potential for improving cancer detection rates. Numerous studies have demonstrated the ability of CNNs to 

detect blood cell malignancies [9] with high levels of accuracy, often surpassing conventional diagnostic 

techniques. The application of CNNs in medical diagnostics has paved the way for more precise and efficient 

detection of cancer, enabling earlier interventions and improved patient outcomes. 

One of the notable advantages of CNNs is their ability to predict how cancer cells will respond to different 

therapies based on their biological characteristics. By analyzing the intricate patterns and features present in 
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blood cell images, CNNs can provide insights into the behavior and treatment response of cancer cells. This 

personalized approach to treatment has the potential to revolutionize cancer therapy by tailoring interventions 

to the specific needs of individual patients, thereby maximizing treatment efficacy and minimizing adverse 

effects. In this study, we propose a CNN-based model for the detection of blood cell cancer. Our model takes 

advantage of the latest advancements in deep learning and image analysis to develop a reliable, scalable, and 

interpretable framework. By training the model on large and diverse datasets of blood cell images, we aim to 

create a robust system capable of accurately identifying and classifying different types of blood cell 

malignancies. To evaluate the performance of our model, we will conduct experiments on a publicly available 

dataset of blood cell images. We compared the results obtained by our CNN-based model with those obtained 

using conventional diagnostic approaches. Through this comparison, we seek to demonstrate the effectiveness 

and potentiality of deep learning techniques in blood cell cancer detection. Furthermore, by providing a proof-

of-concept for the application of deep learning in this domain, we hope to inspire further research and 

advancements in the field. This research aims to harness the power of CNNs and deep learning to enhance the 

detection and diagnosis of blood cell malignancies. By leveraging the capabilities of these advanced 

technologies, we strive to contribute to the development more accurately using efficient diagnostic tools for 

early cancer detection, which ultimately leads to improved patient outcomes and a greater understanding of 

these complex diseases.  

 

1.1 RESEARCH CHALLENGES 

Due to its efficacy, Convolutional Neural Networks (CNNs) have become crucial in the identification 

and classification of images; yet, various research hurdles still exist. These issues include data accessibility 

and quality, which are characterized by time-consuming annotation, as well as data imbalance, which results 

in biassed models that favor majority classes. With small datasets in particular, overfitting is still a problem, 

prompting research into methods like data augmentation and regularization. The "black-box" nature of CNNs 

necessitates initiatives to improve model interpretability, and adversarial attacks necessitate novel robustness 

measures. Domain adaption strategies are required for generalization to unknown data distributions. 

Furthermore, the high computing demands of CNNs create efficiency problems, which stimulate research 

into compression and quantization. Integrating knowledge from various sources will boost performance 

through multi-modal and cross-modal learning. 

In order to differentiate minute subcategories within classes, fine-grained categorization is used. Low-

latency processing is necessary for real-time picture categorization, which is essential for applications like 

autonomous driving. The importance of ethical issues, such as bias reduction, as well as privacy-preserving 

methods for sensitive image data, has increased. There is a need for creative techniques to expand CNNs to 

low-resource environments. The dynamic nature of CNN-based image categorization is highlighted by these 

complex problems, which spur on-going research to improve precision, equity, efficacy, and interpretability 

in a variety of contexts. 

 

1.2 RELATED WORK 

The classification of white blood cells (WBCs) has undergone a significant paradigm change with the 

introduction of machine learning, which divides them into two distinct groups: leukemia-affected cells and 

unharmed cells. Deep learning approaches have taken on a crucial role in this changing environment, quickly 

advancing the boundaries of this field's study and consistently producing outstanding results. The quality and 

richness of the dataset used, the wise selection of pertinent features, the optimization of classifier models, and 

the computational speed with which the classification procedure is carried out all play a crucial role in the 

effectiveness of this classification process. The significance of recent contributions that have resonated 

throughout this discipline will be thoroughly explained in this section. [10] 

In the past, meticulous attention has been paid to the time-honored practice of gathering and preserving 

enormous repositories of image datasets, then subjecting them to a meticulous regimen of methodical training 

and thorough review. This thorough procedure, which has been specifically designed to account for different 

leukemia subtypes [7], has been particularly noticeable in the field of acute lymphoblastic leukemia (ALL) 

diagnosis. These innovative projects have been zealously propelled by an uncompromising effort to improve 

the accuracy and dependability of ALL detecting systems, supported by a firm dedication to offering cutting-

edge solutions. The seamless integration of real-time image processing capabilities into these earlier 

investigations has also been a key aspect, ushering in a world where relevant healthcare professionals are 

quickly alerted to the detection of ALL subtypes. This real-time intervention represents a significant 

advancement in the pursuit of prompt and precise diagnoses, supporting a dedication to proactive healthcare. 

Through the application of deep learning architectures, most notably as shown by the famous AlexNet, the 

intricate nuances of preprocessing and the extraction of important characteristics from microscopic leukemia 

pictures have been carefully addressed in this context. 
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We have made an effort to reproduce and broaden this powerful approach as part of our own study, 

extracting an astonishing collection of 1000 important attributes from each image. The Support Vector 

Machine (SVM) has risen to the top of the classification model hierarchy, routinely outperforming its rivals. 

This consistent finding is in line with a long list of other research where SVMs have proven their unrivaled 

effectiveness in a wide range of ALL subtype recognition tasks. As a result, our research adds to and 

strengthens the vast body of information that already permeates the field of acute lymphoblastic leukemia 

diagnosis, making it a lasting contribution. By working together, we fan the flames of advancement and 

advance the persistent development of this crucial aspect of medical diagnostics. 

 
2. RESEARCH METHOD 

In this paper, we have used various deep learning [11] and transfer learning techniques like CNN, VGG16-

Net and Inception-Net [12]. Transfer learning offers the advantage of reducing the training duration for a 

neural network model while potentially yielding a decrease in generalization error. These models are widely 

favored for transfer learning due to their exceptional performance and their introduction of specific 

architectural innovations. VGG introduced consistent and repeating structures, Google Net introduced 

inception modules, and ResNet introduced residual modules. In this research, we used inception and VGG 

models. The model VGG16 was created by the Visual Graphics Group (VGG) at Oxford University and 

InceptionV3, which is the third iteration of the inception architecture, originated from the development of the 

Google Net model. 

Transfer learning offers a compelling advantage by drastically cutting the time required to train neural 

network models and possibly lowering generalization error. Pre-trained models that have already discovered 

meaningful representations from huge datasets are used to do this. These pre-trained models provide a great 

foundation from which neural networks can learn about low-level features, patterns, and correlations when 

they are applied to a specific task. Since the model starts with a set of properly initialized parameters, 

convergence during fine-tuning is accelerated. In situations where computational resources are scarce or 

where quick model building is necessary, this reduction in training time is very beneficial. 

Furthermore, when knowledge is transferred from the source domain to the target domain during transfer 

learning, generalization error is frequently reduced. During its initial training, the pre-trained model gathers 

reliable and general features that can be modified to fit the requirements of the target task. Better 

generalization performance is obtained as a result of the fine-tuning of the model's parameters to match the 

target data distribution. Transfer learning improves the model's capacity to make precise predictions on 

unobserved data by utilizing the feature extraction capabilities of the pre-trained model and tailoring them to 

the specifics of the target task, ultimately leading to better overall performance and higher training efficiency 

for neural networks. 

 

2.1. Convolutional Neural Network (CNN):  

  Research challenges related to image identification and classification often rely on convolutional 

neural networks (CNNs) due to their effectiveness in image processing tasks [13]. CNNs are composed of 

multiple layers, each serving a specific purpose within the image- processing pipeline. One of the key 

characteristics of CNNs is their ability to handle high-resolution images with multiple channels, such as RGB 

channels. The input layer of a CNN typically takes high-resolution image, which contains rich spatial and color 

information. This allows the CNN to capture intricate details and patterns present in the image. The subsequent 

layers of CNN, including convolutional layers, pooling layers, and fully connected layers, work together to 

extract and learn features at various levels of abstraction. The convolutional layers employ filters to convolve 

across the input image, detecting local patterns and spatial relationships. The pooling layers down sample the 

feature maps, reducing their spatial dimensions while preserving the important features. Finally, the fully 

connected layers aggregate the learned features and make predictions based on the extracted information. 

However, the utilization of CNNs for picture identification and classification also have certain 

challenges. One of the challenges is the need for a large amount of labeled training data. CNNs are data-

hungry models and require a substantial number of labeled images to learn the complex representations 

effectively. 

Additionally, CNNs can be computationally intensive, especially when dealing with high-resolution 

images and large datasets. Training and evaluating CNNs may require significant computational resources 

and time. Moreover, designing an optimal architecture for a CNN is another challenge. Determining the number 

of layers, their sizes, and the overall network structure can greatly impact the performance of the model. Finding 

the right balance between model complexity and generalization capability is crucial. Addressing these 

challenges requires careful consideration and experimentation. Researchers must ensure access to diverse and well-

labeled datasets, explore techniques for model optimization and regularization, and make efficient use of 

computational resources to train and evaluate CNNs effectively. By tackling these challenges, researchers can 
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harness the power of CNNs to achieve accurate and robust image identification and classification results. 

A convolutional layer with a few filters, each of which is applied to a small portion of the input image, 

makes up the first layer of a conventional CNN architecture. A non-linear function, such as Rectified Linear 

Unit (ReLU), is then used to activate the output of the convolutional layer, introducing non-linearity into the 

network, and enhancing performance. As shown in Figure 1, the spatial dimensions of the output are often 

decreased by employing a max pooling layer after the convolutional layer. This layer decreases the spatial 

resolution of the output by a factor of two and picks the maximum value in a restricted area of the output. 

The output is flattened into a one-dimensional vector after several convolutional and pooling layers before 

being input into one or more fully connected layers with ReLU activation [14]. To create a final representation 

of the input image, these layers learn to merge the information extracted from the convolutional layers. The 

output layer is then given a softmax activation function, which produces probability values for the outputs of 

the various classes that the model is taught to recognize. Usually, the number of classes in the dataset equals 

the number of neurons in the output layer. CNNs are effective tools for classifying and identifying images in 

research [15]. They can achieve cutting-edge performance on a range of image identification tasks because 

they are made up of many layers that learn to extract progressively more complicated information from the 

input image. 

 

 
Figure 1. Basic Convolutional Neural Network (CNN) 

2.2. Visual Geometry Group 16 Layers Network:  

  VGG16, a deep convolutional neural network (CNN), was developed by the Visual Geometry Group 

(VGG) at the University of Oxford. During the ImageNet Large Scale Visual Recognition Challenge in 2014, 

the 16-layer network showcased exceptional performance, reaching its peak capabilities. VGG16 is often 

used as a pre-trained model [16] for numerous computer vision applications, such as object detection, image 

classification, and segmentation. The VGG16 architecture is composed mostly of convolutional layers, fully 

connected layers, and softmax layers. Convolutional layers are employed to extract characteristics from the 

input image, while fully connected layers are utilized to classify the image. The softmax layer is used to 

calculate the probabilities of the various classes. 

As shown in Figure 2, five blocks, each made up of two or three convolutional layers followed by a 

max-pooling layer, make up the convolutional layers of VGG16. One portion of the three blocks that follow 

consists of three convolutional layers, in contrast to the first two blocks which have two convolutional layers 

each. Each layer contains 64, 128, 256, and 512 filters, respectively. A stride of 1 and a filter size of 3x3 are 

shared by all convolutional layers. Two hidden layers with 4,096 neurons each make up the VGG16's fully 

connected layers, which are followed by a softmax layer with 1,000 neurons to represent the ImageNet dataset 

encompasses a specific count of classes. The retrieved features are mapped to the various classes using the 

fully linked layers. 

In the VGG16 algorithm, every convolutional layer and the initial two fully connected layers are 

succeeded by the application of a Rectified Linear Unit (ReLU) activation function. The class probabilities 

are determined via a softmax activation function in the last fully linked layer. Dropout regularization is another 

technique used by VGG16 to avoid overfitting when training [17]. VGG16 is a potent deep learning 

architecture that, all things considered, has produced outstanding results on several computer vision 

applications [18]. It is simple to create and modify for many applications thanks to its modular structure and 

use of common convolutional layers. 

As a pre-trained model for transfer learning in the fields of deep learning and computer vision, VGG-

16 is quite significant [19]. They are very adaptable to a variety of applications thanks to its deep 

convolutional layers, which excel in extracting hierarchical and useful features from images. Practitioners 

can save a significant amount of time and computing resources by utilizing pre-trained VGG-16 [20] models 
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because the model has already learned the necessary characteristics from a sizable dataset like ImageNet. 

This functionality is notably useful for applications where it would be impractical to gather labeled data and 

conduct training from the start. Additionally, VGG-16 is a great place for academics and developers to start 

because of its broad generalization across several object categories, its cutting-edge performance at the time 

of release, and its accessibility because of strong community support. Additionally, its interpretability and 

function as a benchmark model for comparing more recent architectures further reinforce its significance in 

the field of computer vision, guaranteeing its long-lasting influence on the development of deep learning 

models. 

 

Figure 2. Visual Geometry Group (VGG) 16 Layers Network 

 

One of the limitations of VGG16 is that it is computationally expensive and time-consuming to train because 

of its enormous depth and number of parameters, which makes it less helpful in real-time and resource-

constrained contexts. The 224x224 pixel input requirement for VGG16 necessitates preprocessing steps that 

may cause information loss or distortion when working with photos of various sizes. Another significant 

shortcoming is the absence of skip connections or residual connections, which have become crucial for enabling 

the training of very deep networks and solving the vanishing gradient problem. Due to this omission, VGG16 

is less able to produce cutting-edge results on difficult computer vision tasks like object detection and image 

segmentation. As a result, more modern and successful designs have emerged that outperform VGG16 in a 

variety of ways, including computational efficiency and task-specific performance. 

 

2.3. Inception-Net:  

  Inception-Net is a deep learning architecture that Google researchers unveiled in 2014. It was created 

to use a special combination of convolutional layers with various filter sizes, pooling layers, and 

dimensionality reduction to enhance the accuracy and effectiveness of CNNs. The fundamental component 

of Inception Net is the inception module as shown in Figure 3, which allows the network to read 

representations of pictures at various scales and resolutions, enhancing its capacity to categorize objects in 

images with various degrees of complexity [21]. Each of the stacking inception modules that make up the 

Inception Net architecture extracts and aggregates data from the input image at various scales and resolutions. 

Four parallel routes make up the inception module, which performs 1x1, 3x3, and 5x5 convolutions, and 

pooling operations, respectively. It is very important to employ 1x1, 3x3, and 5x5 filters together with 

concurrent pooling procedures. It enables the network to capture a broad range of visual information, from 

minute local details to more extensive global context. The extraction of fine local characteristics is made 

easier by the 1x1 convolutions, which increase nonlinearity and channel mixing. The medium- to large-scale 

spatial information can be effectively captured by the 3x3 and 5x5 convolutions, in contrast. Pooling 

operations down sample while maintaining critical global features simultaneously. Concatenating these paths 

enables the network to smoothly integrate local and global features, which is the novelty of the Inception 

module. As a result, Inception-Net [22] is a strong option for image classification jobs since it is excellent at 

identifying objects in images of various complexity. In essence, the Network's parallel use of filtering and 

pooling procedures promotes an in-depth knowledge of images. This multi-scale method improves the 

network's ability to classify and analyze images by enabling it to simultaneously recognize minute local 

patterns and broad global structures. The output of the module is created by concatenating these paths, and it 

is then supplied into the subsequent module in the network. 

The number of input channels is decreased, and the network's nonlinearity is increased, using the 1x1 

convolution pathway in the inception module. The pooling pathway aids in capturing the most important 

characteristics of the image at a lower resolution while the 3x3 and 5x5 convolution pathways are intended 

to collect spatial information in the image. Along with the inception module, Inception Net also has additional 

architectural elements that assist the network to perform better during training and generalization [23]. 

Examples of these include batch normalization and auxiliary classifiers. The activations of the network at each 

layer are normalized using batch normalization, which expedites training and enhances the network's capacity 
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to generalize to new data. To encourage the network to learn additional discriminative features and avoid 

overfitting, auxiliary classifiers are incorporated into the network at intermediate levels. On large-scale picture 

datasets like ImageNet, Inception-Net has demonstrated state-of-the-art performance as a proficient deep 

learning structure for the application of the classification of images. 

 
 

 
Figure 3. Inception Network 

It can learn extremely expressive representations of pictures due to its distinctive blend of convolutional 

layers with various filter sizes, pooling layers, and dimensionality reduction, and the effective design that 

makes it possible to train on huge datasets. 

 

3. RESULTS AND DISCUSSION 

From Kaggle, we obtained a dataset of 3,242 photos. These pictures were taken in Tehran, Iran's Taleqani 

Hospital's bone marrow lab. The dataset is divided into benign and malignant categories. Hematogenous 

pictures are included in the benign class, whereas the malignant class is made up of the Early Pre-B, Pre-B, 

and Pro-B ALL subtypes of malignant lymphoblasts. 512 photos in the benign class, 979 in the early Pre-B 

class, 796 in the Pro-B class, and 955 in the Pre-B class are included in this dataset. All the photos were taken 

with a Zeiss camera mounted on a microscope at 100x magnification, and they were all saved as JPG files. 

The subtypes and types of the cells were precisely identified and categorized by a professional using flow 

cytometry technology. For our research, we took 2592 images for training, 322 images for validation, and 328 

images for testing the models. 

Based on a variety of performance metrics, we have assessed the model's output. Performance metrics are 

crucial measurements for assessing how well a machine learning algorithm is working [24]. Performance metrics 

are used to compare how well several models perform on a given data set and to identify the model that yields 

the best results. Performance indicators can be used to pinpoint areas for model improvement and assess the 

model's overall accuracy. 

The most common performance measures used for deep learning and transfer learning techniques are: 

1. Accuracy Score 

2. Sensitivity Score 

3. Specificity Score 

4. Precision Score 

 
Accuracy Score: The accuracy score gauges how accurate a categorization model is all in all. From Eq. 1, we 

can say that the accuracy score is the ratio of accurate forecasts to all predictions is calculated. 

 

𝐴𝑆 =  
TP+TN

TP+FN+TN+FP
       (1) 

 

Sensitivity Score: The sensitivity score, sometimes referred to as recall or true positive rate (TPR), gauges 

how well a model can identify positive cases. From Eq. 2, we can say that the sensitivity score is the ratio of 

accurate positive forecasts to all actual positive cases. 

 

𝑆𝑆 =  
𝑇𝑃

𝑇𝑃+𝐹𝑁
       (2) 

 

Specificity Score: The specificity score gauges how well a model can recognize negative cases. From Eq. 
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3, we can say that the specificity score is the ratio of accurate negative predictions to all actual negative cases. 

 

𝑆𝑆 =
𝑇𝑁

𝑇𝑁+𝐹𝑃
       (3) 

 

Precision Score: The fraction of accurate positive predictions and overall positive predictions is measured 

by the precision score as shown in Eq. 4. Instead, then concentrating on the model's overall accuracy, it 

emphasizes the accuracy of positive predictions.  
 

𝑃𝑆 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
        (4) 

We have compared all three algorithms on the basis of their performance measures accuracy score, sensitivity 

score, specificity score, and precision score. These scores will determine how the model will perform. They 

provide us with the suitability and effectiveness of algorithms for specific tasks and problems. This will help 

in accessing the main factors like: 

1. Evaluation & Comparison 

2. Objective Assessment 

3. Selection & Optimization Trade-Off Analysis 

4. Performance Monitoring 

 

Evaluation & Comparison: Through comparing the performance measures of the algorithms, you gain the 

ability to assess their strengths and weaknesses relative to each other. This empowers you to make well-

informed decisions regarding which algorithm performs better overall or for specific metrics. 

 

Objective Assessment: The performance measures offer an objective means of evaluating the algorithms' 

performance. By relying on quantitative measures rather than subjective judgments, these scores provide a 

solid foundation for comparison and analysis. 

 

Selection & Optimization: By considering the performance measures, you can choose the most appropriate 

algorithm for a given task or problem. The evaluation process helps identify the algorithm that achieves the 

desired level of performance or meets specific criteria. If none of the algorithms meet the desired performance, 

optimization techniques can be employed to enhance their effectiveness. 

 

Trade-Off Analysis: Performance measures such as Sensitivity Score, Specificity Score, and Precision Score 

enable you to analyze trade-offs between different metrics. For instance, you may need to determine whether 

it's more important to minimize false positives (thus increasing specificity) or false negatives (thus increasing 

sensitivity). This analysis supports informed decision-making based on the specific requirements and priorities 

of the problem at hand. 

 

Performance Monitoring: Continuous evaluation of the algorithm performance over time allows you to 

monitor their effectiveness and track any changes or improvements. This ongoing performance monitoring 

assists in identifying potential issues, detecting shifts in performance, and making necessary adjustments or 

optimizations. 

 

 
Figure 4. Comparison of accuracy, sensitivity, specificity, and precision scores on CNN, VGG16-Net, and 

Inception-Net models. 
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Evaluating and comparing algorithms using performance measures provides valuable insights into 

their performance, facilitating objective assessment, selection, optimization, trade-off analysis, and 

performance monitoring. 

 

 
Figure 5. Detected Images by the Models 

 

 

Our model has been rigorously trained using a dataset organized into four distinct folders, each 

corresponding to different stages of Acute Lymphoblastic Leukemia (ALL). This approach equips our model 

with the capability to detect ALL regardless of the specific disease stage, enabling it to analyze and make 

predictions on images from any stage of the condition. In addition to this, we've conducted a comprehensive 

comparative analysis involving three prominent algorithms: Convolutional Neural Networks (CNN), VGG-

16 Net [23], and Inception Net [24], to assess their performance in the context of ALL detection. This 

thorough evaluation provides valuable insights into the effectiveness of these pretrained neural networks in 

enhancing our model's predictive accuracy and overall robustness for this critical medical application. 

 

What sets our approach apart from others in the field is its holistic exploration of multiple algorithms, 

including CNN, VGG-16 Net, and Inception Net, for the detection of Acute Lymphoblastic Leukemia (ALL). 

While many prior studies have predominantly focused on a single algorithm, our research embraces a more 

comprehensive investigation, meticulously evaluating a range of algorithms to identify which achieves the 

highest accuracy. Furthermore, our methodology benefits from a unique dataset organization, with separate 

folders representing distinct phases of Acute Lymphoblastic Leukemia. This organizational structure 

naturally introduces data variability, potentially influencing the accuracy of our models. This distinctive 

dataset characteristic encourages us to account for nuanced differences in performance across various ALL 

phases, thereby providing a more refined and realistic evaluation of our algorithms' capabilities within the 

realm of this critical medical application. 

To compare the performance of deep learning and transfer learning techniques for predicting acute 

lymphoblastic leukemia (ALL) blood cells, a comprehensive study was conducted, and the results are 

presented in Figure 4 using a bar chart. This chart illustrates the performance metrics that are used to evaluate 

the models, highlighting the accuracy, sensitivity, specificity, and precision scores. The accuracy scores, 

represented by red, demonstrate the overall performance of each model. Among the models compared, VGG16-

Net achieved the highest accuracy score, indicating its ability to accurately classify ALL blood cells. On the 

other hand, the CNN model obtained the lowest accuracy score, suggesting that it may have struggled to 

classify the cells effectively. The sensitivity scores, represented by green, assess the ability of the models to 

correctly identify positive cases of ALL. In this regard, the Inception-Net model achieved the highest sensitivity 

score, indicating its proficiency in detecting the presence of ALL blood cells. Conversely, the CNN model 

obtained the lowest sensitivity score, suggesting that it may have exhibited limitations in correctly identifying 

positive cases. The specificity scores, represented by blue, evaluate the models' capacity to accurately identify 

negative cases of ALL. Here, the Inception-Net model attained the highest specificity score, indicating its 

capability to correctly classify non-ALL blood cells. On the contrary, the VGG16-Net model achieved the 

lowest specificity score, implying that it may have encountered challenges in accurately identifying negative 

cases. Lastly, the precision scores, represented by yellow, measure the models' precision in correctly 

classifying positive cases of ALL. VGG16-Net demonstrated the highest precision score, indicating its ability 

to precisely identify ALL blood cells. Conversely, the CNN model obtained the lowest precision score, 

suggesting that it may have exhibited some misclassification errors in positive cases. 
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Figure 6. Confusion Matrix and Normalized Confusion Matrix for CNN 

 

Notably, VGG16-Net achieves a 94% accuracy score and an 86% precision score, surpassing the 

scores of the deep learning model (CNN). VGG16 achieves higher accuracy and precision scores compared 

to a generic CNN due to its deeper architecture with 16 convolutional layers. The additional layers allow for 

more complex feature extraction, capturing intricate patterns. Furthermore, VGG16 is often pretrained on large-

scale image datasets like ImageNet, enabling it to leverage the knowledge gained from extensive training. 

This pretrained weight initialization helps in generalizing well to other image classification tasks. 

Additionally, VGG16's specific design, optimized for image classification, contributes to its superior 

performance. The combination of these factors, including the depth, pretrained weights, and architecture 

design, collectively result in VGG16's improved accuracy and precision compared to a CNN.  

 

      
 

 Figure 7. Confusion Matrix and Normalized Confusion Matrix for VGG-16 Net 

 

Notably, Inception-Net achieves an 84% sensitivity score and an 76% specificity score, surpassing 

the scores of the deep learning model (CNN). Inception-Net achieves higher specificity and sensitivity scores 

compared to a generic CNN due to its unique architecture. Inception-Net incorporates the concept of 

"Inception modules" that utilize multiple filter sizes within each layer, allowing it to capture both local and 

global features effectively. The proposed design of the model aims to enhance its ability to distinguish between 

different classes, thereby improving its specificity and sensitivity. In the case of Inception-Net, it benefits from 

pretrained weights obtained from large-scale datasets, which provide it with prior knowledge for more 

effective feature extraction. This utilization of pretrained weights, combined with the design enhancements, 

contributes to Inception-Net's superior performance in terms of specificity and sensitivity compared to a basic 

CNN. 
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Figure 8. Confusion Matrix and Normalized Confusion Matrix for Inception Net 

 

 

Furthermore, the transfer learning model VGG16-Net demonstrated better accuracy and precision 

scores compared to the other models examined. The VGG16-Net model leverages the knowledge learned from 

a large dataset, enabling it to achieve higher accuracy in classifying the blood cells accurately and with 

precision. On the other hand, the transfer learning model Inception V3 exhibited good scores in terms of 

sensitivity and specificity, indicating its effectiveness in correctly identifying positive cases and negative cases 

of acute lymphoblastic leukemia (ALL). Overall, the comparative analysis highlights the advantages of 

utilizing transfer learning models in this study. The transfer learning models, such as VGG16-Net and Inception 

V3, outperformed the basic CNN in terms of accuracy, precision, sensitivity, and specificity. These models 

leverage pretrained weights and the knowledge acquired from large datasets, allowing them to extract relevant 

features and improve the accuracy of classification. Consequently, the transfer learning models exhibit superior 

performance and efficiency compared to the deep learning models employed in this study. 

 

 

4. CONCLUSION 

This study proposes a technique for the timely detection of cancer using small images of white blood 

cells, employing Basic CNN, VGG16, and Inception V3. Developing a successful deep neural network 

necessitates a substantial number of labeled images. Among the models compared, VGG16 outperforms Basic 

CNN and Inception V3, achieving rates of 94% accuracy, 82% sensitivity, 68% specificity, and 86% precision. 

Firstly, transfer learning models are pretrained on large-scale datasets, enabling them to learn general features 

and patterns that are applicable across a wide range of tasks. This pretrained knowledge provides a head start, 

leading to faster convergence and improved performance. Secondly, transfer learning models can effectively 

leverage the learned representations from the pretrained layers, allowing for efficient feature extraction and 

better generalization to new data. Lastly, transfer learning models are particularly useful when data is limited, 

as they can adapt and fine-tune the pretrained weights on smaller datasets, reducing the need for extensive 

labeled data. To address the challenges of poor image resolution and identifying specific image regions, future 

explorations can include deep residual networks and U-Net. Another approach worth considering is the 

Convolutional Network in Density, which exhibits a low error rate and high accuracy in classifying blood cells. 

Additionally, federated learning can be employed for classification tasks, enhancing security, reducing training 

time, and yielding favorable accuracy levels. 
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