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 Cloud computing-like services that are great at paying for and managing 

multimedia are fundamental technological innovations that have made it 

easier for individuals and organizations to adopt multimedia content. Thanks 

to social media, different people with different perspectives can voice their 

opinions and present data through photos and videos. However, video 

tampering is a significant issue because illegal modification of video content 

can easily mislead audiences and make it difficult for them to relate to 

reality. This is, therefore, a serious problem, as the consequences of video 

forgery are dire. Several image processing-based solutions have emerged to 

address video forgery. Artificial intelligence has recently allowed deep 

learning models to be trained extensively; hence, deep learning has been 

frequently used for video tampering detection. However, further work is still 

required to refine such models or develop hybrid models to improve the 

existing models' capabilities in identifying video forgeries and assisting 

digital forensics. We introduce a framework based on deep learning to 

automate the detection and localization of video forgeries. We offer a hybrid 

deep learning model that fuses Inception V3 with a Gated Recurrent Unit 

(GRU) as part of our framework. We also propose a new algorithm, 

Intelligent Video Forgery Detection (IVFD), to detect the forgeries and their 

invariants based on this hybrid model. Through empirical studies applied on 

a standard dataset, called the Deepfake Challenge dataset, we get an accuracy 

of 97.21%, which makes our hybrid deep learning model outperform many 

existing models. Since video content is prevalent in almost all applications in 

today's era, our design system should be laid on top of these applications, 

which can facilitate detecting the tampering of the videos and thereby 

contribute towards digital forensics. 
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1. INTRODUCTION 

Increased multimedia content usage is widespread today with the availability of distributed cloud 

computing and other storage infrastructures. The Multimedia content is in the form of Images, Videos, Text, 

Audio, etc. Due to the boom of numerous technologies, adversaries use image and video editing content to 

conduct illegal activities for different purposes. Hence, the authenticity of the multimedia content became a 

question mark. Widespread social problems are caused by deliberate misuse of multimedia content in many 

fields, and an automated method is required to detect such mischievous activities. Heuristic-based heuristic 

methods have traditionally been used in video tampering detection methods. Now that we have the big 
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picture of artificial intelligence, with learning-based approaches, such as intense learning models, we have 

objects that can process or analyze content. They can find fake,  altered, or modified content in videos. 

Although considerable progress has been made in deep-learning-based video forgery detection, 

current methods perform unsatisfactorily on the effective fusion of spatial and temporal features. Self-

supervised learning typically works very well with spatial data (required temporal dependencies), and 

traditional convolutional neural networks (CNNs) can be used to extract complex spatial patterns but cannot 

capture temporal dependencies (required to learn smooth representations). Thus, avoiding using 

complementary advantages of modern CNN architectures such as InceptionV3 for spatial feature extraction 

and sequential-based temporal for classification like GRU or LSTM is a key challenge in digital forensics. 

This paper proposes an effective video forgery detection using a hybrid deep learning framework based on 

IRRI20VEX InceptionV3 and GRU to overcome these shortcomings. 

Several researchers have researched video tampering detection using various deep-learning models. 

We also fine-tuned hyperparameters that have recently improved on the pixel level to enhance performance 

gain for frame-level video anomaly detection (VAD)[1]. Worthy attempts have been accomplished in digital 

video forgery detection, especially concerning IoT and social media [2]. State-of-the-art watermarking 

techniques have been used in ensemble approaches and deep learning to enhance video content security 

against attackers [3]. To mitigate the threats posed by AI-generated content [4], algorithms for real-time 

deepfake detection have been developed. It has improved object detection while in motion through resilient 

hybrid deep neural networks [5]. CNN architectures have significantly improved computer vision through 

new design and optimization mechanisms [6]. Lastly, modern image and video forensics algorithms have 

defined reliable methods for detecting modified visual media assets [7]. The literature noted that digital 

forensics video forge red detection performance needs to be improved via deep learning models hybrid and 

patch-based combination. 

More advanced forgeries — especially variations based on deepfake technology — pose a 

significant detection challenge, as deepfake technology can modify videos in particular ways. Enabling such 

deception is a generative model of sufficient sophistication. Notably, Generative Adversarial Networks 

(GANs), where tampered videos can now appear hyper-realistic, and key forged elements can be seamlessly 

incorporated into real-world footage. These forgeries are often less elaborate, where only the facial 

expressions are modified, the lip-sync is forged, or even background parts are modified, which can avoid 

detection by conventional techniques. High-fidelity face swaps, reenactments, and neural texture synthesis 

create forgeries with little to no artifacts, further complicating detection. Moreover, deepfake models are 

constantly advancing and improving at bypassing standard detection methods. To overcome these challenges, 

the models must identify spatial abnormalities, such as pixel-level distortions, and temporal anomalies, such 

as unnatural transitions or inconsistent motion patterns. From this perspective, the hybrid InceptionV3-GRU 

model performs best because it provides good spatial feature extraction and temporal sequence modeling 

capabilities to detect subtle inconsistencies that deepfake incorporates. 

The contributions of this work are: we present a novel framework based on deep learning for 

automatic detection and localization of video forgeries. Within this framework, we present a deep learning 

hybrid model combining Inception V3 and Gated Recurrent Unit (GRU). We also propose a novel algorithm 

based on the hybrid deep learning model and our proposed framework, namely Intelligent Video Forgery 

Detection (IVFD), for detecting forgeries and their invariants with high accuracy. We conducted extensive 

experiments on a well-known benchmark dataset (the Deepfake Challenge). We showed that our hybrid deep 

learning model achieves state-of-the-art results with a maximum accuracy of 97.21%, outperforming many 

existing deepfake detectors. Since all of the stated applications, today have some essential video components, 

we need to establish how our proposed system can be employed in actual applications for video tampering 

detection and help in the progress of digital forensics. The remainder of the paper is organized as follows: 

Section 2 reviews the literature by discussing different existing methods based on deep learning models for 

video forgery detection. Section 3 describes the proposed approach, which includes the deep learning model 

framework and video forgery detection algorithm. In Section 4, we present the results of our empirical study; 

in Section 5, we discuss the related work of this paper and its limitations. We conclude our work in Section 6 

and suggest some future work. 

 

 

2. RELATED WORK 

There are several existing deep-learning models used for video tampering detection. Dilek and 

Dener [1] improved frame-level video anomaly detection (VAD) performance by tweaking hyperparameters 

and improving pixel-level anomaly detection techniques. Shafai et al. [2] used to increase the efficacy of 

digital video forgery detection, particularly for IoT and social network data. Aberna and Agilandeeswari [3] 

concentrated on developing watermarking methods by investigating ensemble approaches and deep learning 
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integration for increased security and resilience, particularly in video domains. Kaur et al. [4] focused on 

creating reliable real-time deepfake detection algorithms in light of the growing dangers of modified AI-

generated material. Sahoo et al. [5] investigated the resilient hybrid deep neural networks to improve the 

MOD-CVS model for object detection in motion. 

Zhao et al. [6] improved CNN architectures in computer vision, paying particular attention to 

creative designs, regularization, and activation optimization. Tyagi and Yadav [7] concentrated on creating 

reliable approaches for utilizing cutting-edge picture and video fraud detection algorithms to identify and 

separate altered visual assets. Himeur et al. [8] enhanced deep domain adaptation (DDA) and deep transfer 

learning (DTL) for video surveillance systems (VSSs). Ray et al. [9] concentrated on improving data quality 

and efficiency by extending transfer learning for vision-based human activity identification. Ramesh et al. 

[10] examined federated and spatio-temporal representation learning and concentrated on improving SSL 

techniques for surgical computer vision. 

Pazho et al. [11] improved a cilia’s scalability and real-time intelligence monitoring capabilities 

while prioritizing privacy protection and ethical issues. Suralkar and Kazi et al. [12] concentrated on 

improving the recognition of phony videos by utilizing transfer learning in autoencoders and hybrid CNN-

RNN models. Chen et al. [13] optimized edge-cloud collaboration for real-time object detection in intelligent 

video surveillance to increase productivity and handle latency-sensitive jobs. Donato et al. [14] emphasized 

predictive analytics and IoT sensor integration for fault identification and system efficiency gains. It focuses 

on developing deep-learning applications in railway maintenance. Zhou et al. [15] tackled video 

segmentation problems despite recent advances in deep learning, emphasizing improving models and 

datasets. 

Ding et al. [16] improved a deep learning-based system to provide reliable detection and timely services for 

ECE forensics in 5G HetNets. Verdoliva et al. [17] developed automatic systems to identify corrupted media 

and deepfakes to prevent their use in election fraud and disinformation. Stoyanova et al. [18] addressed legal, 

privacy, and encryption issues, created standards and tools for safe Internet of Things forensics, and ensured 

the accurate gathering and storage of digital evidence. Parveen et al. [19] used clustering methods to speed up 

block matching to improve picture forgery identification. Jiao et al. [20] investigated video object detection 

and focused on redundant data and real-time processing efficiency. 

Unlu et al. [21] improved autonomous drone surveillance through lightweight detection algorithms 

and practical dual-camera configurations for a broader range of video surveillance applications. Nawaratne et 

al. [22] improved anomaly detection by applying deep learning and active learning techniques and expanding 

real-time video surveillance using ISTL. Du et al. [23] intended to use DNN feedback to enhance bandwidth 

and accuracy while utilizing DDS to transform video streaming protocols. Song et al. [24] concentrated on 

improving vehicle detection accuracy for highway surveillance systems employing YOLOv3 and ORB. 

Sharma et al. [25] studied deep learning-based object identification. They will examine GAN-based 

detectors, video object detection, real-time remote sensing, multi-domain detection, salient object 

recognition, weakly supervised, unsupervised, and multi-task learning. 

 

Table 1. Comparative analysis of existing video forgery detection approaches, their methodologies, datasets, 

and limitations 
Approach Methodology Dataset Used Limitations 

Dilek and Dener [1] Fine-tuning hyperparameters for pixel-

level anomaly detection 

Custom anomaly 

detection dataset 

Limited scalability to large, diverse 

datasets; focused only on pixel-level 

anomalies. 

Shafai et al. [2] IoT and social network-based digital 

video forgery detection 

IoT-specific datasets Lack of generalizability to non-IoT 

domains; limited analysis of temporal 

features. 

Kaur et al. [4] Deepfake detection using real-time 

algorithms 

Deepfake Detection 

Challenge Dataset 

Ineffective for subtle manipulations in 

dynamic scenes; does not incorporate 

spatial patterns. 

Aberna and 

Agilandeeswari [3] 

Ensemble deep learning-based 

watermarking for video security 

Custom watermarking 

datasets 

Focused on security rather than forgery 

detection, it does not address dynamic 

temporal artifacts. 

Tyagi and Yadav [7] Traditional image and video forgery 

detection algorithms 

General image forgery 

datasets 

Limited performance on video forgery; no 

integration of temporal dependencies. 

Proposed Hybrid 

Model 

Combination of InceptionV3 for 

spatial features and GRU for temporal 

patterns 

Deepfake Detection 

Challenge Dataset 

Excels in integrating spatial and temporal 

features; achieves state-of-the-art accuracy 

(97.21%). 
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Oprea et al. [26] improved representation learning, and future work in deep learning-based video 

prediction will concentrate on enhancing loss functions, investigating novel architectures, and resolving 

stochasticity issues. Luo et al. [27] improved TSC for anomaly detection by improving similarity metrics, 

computational effectiveness, and increased dataset variety for a more comprehensive assessment. Chen et al. 

[28] involved maximizing the effectiveness of object recognition and tracking algorithms, such as YOLO V3 

and SSD, on low-power devices. Pal et al. [29] concentrated on tackling granular computing difficulties by 

improving DL-based object recognition and tracking for various applications. Using deep learning, Mittal et 

al. [30] improved object recognition for low-altitude UAV datasets, emphasizing performance issues and 

enhancements. 

Wu et al. [31] developed deep learning for object recognition, including using contextual 

information efficiently, producing proposals efficiently, and using AutoML and LVIS benchmarks. Johnston 

et al. [32] improved feature extraction from real videos to provide reliable video tampering technique 

detection. Zampoglou et al. [33] improved the quality of datasets using temporal annotations, improved 

annotation techniques, and investigated sophisticated voting algorithms for classification accuracy to improve 

video verification. Johnston and Elyan [34] utilized cutting-edge deep learning algorithms to address the 

quick growth of video tampering techniques, emphasizing universal detection and localization. Yang et al. 

[35] intended to maximize computational efficiency by streamlining the spatiotemporal trident network for 

improved tampering detection and localization accuracy.  

Yang et al. [36] improved VTD-Net to maximize training stability and performance metrics for 

robust identification of adversarially created faces. Kaur and Jindal [37] developed DCNN-based techniques 

for effective inter-frame video tampering detection, emphasizing scalability and accuracy gains. Gu et al. 

[38] concentrated on improving VM power metering techniques, highlighting machine learning accuracy, and 

investigating topics such as power budgeting and energy-efficient scheduling. Costa et al. [39] for more 

accuracy and fewer false-positive rates while improving picture tampering detection utilizing cutting-edge 

machine learning algorithms. Ding et al. [40] increased visual quality and trick detectors by developing anti-

forensics techniques for DeepFake films. The literature showed that deep learning models must be enhanced 

or hybridized to improve performance in video tampering detection. Traditional models of video forgery 

detection, such as CNN, LSTM, and ResNet50, are minimal. CNNs do well in extracting space features but 

cannot capture the temporal dependencies, essential for spotting discrepancies between frames in the video. 

LSTMs were built to model temporal sequences but are starkly lacking in capturing spatial information, like 

minor texture imperfections or edge artifacts in the frames. While ResNet50 is better at capturing spatial 

features with its deep residual layers, it is still limited in its capability to model time dependency. It does not 

suit sequential data like videos well. This underlines the importance of combining spatial and temporal 

analysis in a hybrid approach to overcome the limitation and enhance the efficacy of video forgery detection. 

Table 1 extensively compares the current literature on video forgery detection, encompassing the methods 

adopted,  the crime/suspicious datasets employed, and their drawbacks. It shows where current models fall 

short (scalability, temporal-spatial, dataset diversity) and present proprietary, hybrid InceptionV3-GRU 

performances that set a new standard of excellence. Previous work that focused on video tampering detection 

relied on either CNNs (e.g., VGG16, ResNet50) [6], [10]– [12], or RNNs (e.g., LSTM) [7]– [9]. Still, they do 

not explicitly combine spatial feature extraction and temporal sequence modeling at each frame level. By 

combining InceptionV3 with GRU, our novel hybrid method addresses this key issue with an innovative end-

to-end approach that leverages the complementary strengths of these architectures to capture fine-grained 

spatial features and temporal dependencies. It was asserted that this approach provides a broader detection 

mechanism to identify sophisticated manipulations, such as changes in facial expression and frame 

transitions, that traditional models overlook or do not accurately capture. 

 

 

3. MATERIALS AND METHODS 

This section provides more clear information regarding the deep learning-based framework, the 

proposed hybrid deep learning model, the underlying algorithm, dataset details, and how to evaluate the 

functionality of our methodology, enabling the identification of deep insights about the proposed approaches. 

 

3.1. METHODS 

Proposed an efficient video forgery detection using a deep learning model. Worry about the deep 

learning framework, as shown in Figure 1, which can process videos to detect forged content. The framework 

works by supervised learning to know something about the video and guess which portions have been 

tampered with. Preprocessing is done on the data we have. This step is crucial because in step here, the raw 

video data are evaluated, and based on the evaluation, the corrupted video part is either normalized or 

removed to give clean data for training the deep learning models. After preprocessing completion, we have to 
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extract features (features Extraction) since we need features from the video to perform Video Tamper 

Detection (VT) more efficiently. The feature extraction phase is the most important as it can reduce 

dimensionality, thus helping to train better. We can now use features extracted from data to train the 

proposed hybrid deep learning model. 

 

 
Figure 1. Proposed deep learning framework for video forgery detection 

 

The dataset is split into two segments: training and testing sets. The training set is for training, while 

the test set is for testing the model when a forgery is detected. The testing data is samples without a class 

label, acting like unseen data, which is required to validate the performance of the proposed hybrid deep 

learning model. Once the model has been trained,  it is saved on secondary storage and can be used in all 

required situations. The model is loaded into the main memory to detect video forgery, and forgeries in the 

supplied test video are identified. The hybrid deep learning model can also be tested on the test data, but 

more unlabeled samples are included in the test data. The reason for this is that the model's performance can 

only be assessed when we can measure the algorithm's predictions against the ground truth. 

 

3.2. Hybrid Deep Learning Model 

We then presented a hybrid deep learning model based on a GRU–-Inception V3 model that 

captures the given video frame's spatial and temporal features. We want to differentiate between what part of 

the video is forgery and what is original. In this component of the proposed model, the pre-trained model 

Inception V3 is used to get a better performance of this model. It is shown in heat map one in Figure 2 that it 

is structured to feed every video outline to highlight locally. Inception V3 — known for its multi-scale 

convolutional filters, can capture texture and edge-related features, even complex and abstract parts. It has a 

fundamental role in identifying the needed artifacts that help distinguish between true and fake content.) 

Also, transfer learning has been added, and it improves the model's performance. As a retrained model, it 

learned representations of different image features, enabling it to converge faster within the hybrid deep 

learning architecture. 

Once spatial features have been extracted from video frames, the proposed hybrid deep learning 

model utilizes GRU to handle sequential data with temporal context, as this model can effectively learn 

temporal dependencies. A recurrent GRU neural network can store information across sequences, taking into 

account the time series aspect of data. It is an essential feature for understanding the video’s content and 

identifying whether it is Real or Fake. GRU's temporal properties help identify unnatural transitions, changes 

in illumination, and differences in facial expressions, all of which might be difficult to catch. As the video 

frames are passed through the layers within the GRU network, it identifies patterns and learns details 

important to differentiate forged content from actual content. 

InceptionV3 is a state-of-the-art convolutional neural network that has proven effective in extracting 

spatial features from images and video frames thanks to its one-dimensional multi-scale convolutional filters 

and optimized architecture. It retains detailed spatial information (edges,  textures, and complex visual 

structures display high performance in detecting localized tampering in video frames. Conversely, GRU is a 

kind of recurrent last neural network that is excellent for sequentially modeled temporal dependencies. 

Unlike LSTM, which has complex gating mechanisms, its simpler architecture helps it to remember relevant 

information over time. Hence, inconsistencies (like unnatural lighting or transitions) can be found in the 

video. InceptionV3 and GRU have been used because they offer complementary advantages, i.e., while 

InceptionV3 extracts spatial features from an image, GRU creates a time-sequence from the vectors 

generated by InceptionV3, overcoming issues posed by standalone CNN or RNN model (CNN is good for 

extracting spatial features, and RNN which is good for sequential data). This hybrid method guarantees a 

thorough examination of video information, resulting in a much more effective forgery recognition capability 

in the case of dynamic footage, which is validated by the earlier work. 
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Figure 2. Proposed hybrid deep learning model for video forgery detection 

 

In Figure 2, This hybrid deep learning architecture in GRU layers is motivated by the fact that every 

GRU layer produces some desired outputs that can be further fed into the next GRU layers. Such design 

enables the model to leverage low-level and high-level features in the temporal domain for better 

discrimination among video frames. Such a framework allows the hybrid deep learning model to learn the 

short- and long-term dependencies across video frames. To mitigate the overfitting challenge, the model 

applies an additional dropout layer. Based on the features extracted in the time domain, the hybrid model 

performs a decision that helps to differentiate between forgery and authentic content. Then, at the end of the 

model, some dense layers are added to better understand the temporal and spatial trends and make the trends 

multiplicated to achieve a more accurate solution. The last dense layer uses the Sigmoid with one neuron, 

deciding whether a video is forged. Hence, the model performs binary classification based on the test samples 

and their content in this step. 

A novel hybrid deep learning model that can use state-of-the-art convolutional layers like Inception 

V3 and recurrent neural network layers to develop a system that can extract fine-grained features from 

videos. Inception V3 is one of the most popular pre-trained models that extract features from video data 

successfully. Due to its unique architecture, the complex patterns in the image content can be extracted for 

visualizations. It combines inception modules, and the functionality is finally concatenated. Global average 

pooling and normalization capability are helpful in the proposed hybrid deep learning model. In this hybrid 

model, the GRU part of LSTM architecture makes it suitable for sequential data with its layered structure. 

When integrated with Inception V3, the approach systematically acquires spatial and temporal characteristics, 

assuring more discernibility for video forgery detection. 

 

3.3. Algorithm Design 

We have an algorithm for Intelligent Video Forgery Detection(IVFD): an Automated AI-based 

forgery Detection in Videos Algorithm. That is, the algorithm is directed to identify such forgery types by 

means of the deep learning model or the hybrid deep learning model proposed in this paper. This method has 

been used in real-time video forensics since it can accurately detect video alterations. 

 
Algorithm: Intelligent Video Forgery Detection (IVFD) 

Input: Deepfake Detection Challenge dataset D 

Output: Video forgery detection results R, performance statistics P 
 

1. Begin  

2. D'Preprocessing(D) 
3. (T1, T2, T3)DataPreparation(D') 

4. FFeatureExtration(T1) 

5. Configure hybrid DL model m 
6. Compile m 

7. m'TrainTheModel(F, T1, m) 

8. Persist m' 
9. Load m' 

10. FFeatureExtraction(T2) 

11. RVideoForgeryDetection(m', F, T2) 
12. PFindPerformance(ground truth, R) 

13. Print R 

14. Print P 
15. End 

Algorithm 1. Intelligent Video Forgery Detection (IVFD) 
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In this paper, we propose Algorithm 1, which detects video forgeries automatically based on the 

hybrid model. It is a supervised algorithm that consists of two phases: the training data phase and the testing 

database. The hybrid deep learning model is trained over a training set during the training phase. This dataset 

is preprocessed, and features are extracted to improve the quality of the training process before training starts. 

Steps such as normalization and data cleaning are involved in Data Preprocessing. Data preprocessing helps 

get better data quality with clear formatting to prepare for machine learning. This step is an essential process 

since it increases the accuracy of the deep learning model. The dataset is split into three sets — the training 

set, the test set, and the validation set, respectively — used during different steps of the algorithm. Feature 

extraction is the step that allows you to find relevant features for choosing the class label and then arrange 

these in the form of a vector. 

After the training, the hybrid DL model and the required compilation and training were configured. 

Later, the model that was trained is stored for modification and use. The saved model is loaded back into the 

memory and predicts the forgery in the given test videos during the testing phase. The ground truth vs. the 

predicted label by the algorithm tested is then used to software a confusion matrix for bees that forms the 

basis for evaluation once the algorithm is tested. The performance of a model is measured based on several 

metrics, such as loss and accuracy. Abstract: The provided algorithm uses a combined deep learning model 

approach to boost the detection performance of fakery videos. In real-world applications, this algorithm helps 

with digital forensics by revealing which sections of videos have been altered. 

 

 
Figure 3. Flowchart of the intelligent video forgery detection (IVFD) algorithm 

 

The layout of the step-by-step algorithm is illustrated in the flowchart shown in Figure 3. Data Pre-

processing Before running the actual algorithm, raw video data is cleaned and normalized. This is further 

carried out in the spatial and temporal domain, and Features are extracted to make it easier. Using the 

preprocessed data, the hybrid deep learning model, which combines InceptionV3 and GRU, is defined, 

compiled, and trained. After training completion, the model is validated with new data to identify fake 

content within the processed video frame. Performance is measured by comparing the predictions to ground 

truths using metrics. 

 

3.4. Dataset Details 

The empirical study uses a Deepfake Detection Challenge dataset, as available in [41]. Description: 

A wide variety of real and fake video content designed for digital forensics research. An example of class 

imbalance is the set used in this research, the Deepfake Detection Challenge dataset, which has many more 

samples in one of the FAKE classes than the other class, the REAL class. An imbalance between both classes 

may result in a biased model, trained heavily on the majority class and thus decreasing the model's 

generalization. There are some techniques to solve this matter. One can use oversampling methods, like in 
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the case of SMOTE, there are synthetic examples generated for the minority class that help in balancing the 

data. Also, also while training the model, you can give class weight to the minority class (high), so it will 

force the model to learn from these samples, and errors are penalized more. Moreover, we can apply data 

augmentation strategies. For example, we can flip, crop, or rotate a few frames in the "REAL" class and 

boost the diversity among the minority samples. Implementing these strategies can make the model more 

robust and better generalize unknown data. 

 

 

 

3.5. Evaluation Methodology 

Our method is evaluated using metrics based on the confusion matrix, as depicted in Figure 4  since 

we have used a learning-based approach (supervised learning). 

 

 
Figure 4. Confusion matrix 

 

Based on the confusion matrix, the predicted labels of our method are compared with the ground 

truth to arrive at performance statistics. Eq. 1 to Eq. 4 express different metrics used in performance 

evaluation.  

 

Precision (p) = 
𝑇𝑃

𝑇𝑃+𝐹𝑃
                                                                           (1) 

Recall (r) = 
𝑇𝑃

𝑇𝑃+𝐹𝑁
                                                                                (2) 

F1-score = 2 ∗
(𝑝∗ 𝑟)

(𝑝+𝑟)
                                                                             (3) 

Accuracy = 
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
                                                                    (4) 

 

The measures used for performance evaluation result in a value that lies between 0 and 1. These 

metrics are widely used in machine learning research.  

 

4. EXPERIMENTAL RESULTS 

This section presents the results of our empirical study using the proposed framework 

implementation, a hybrid deep learning model, and the underlying algorithm for the automatic detection of 

forgeries. Utilizing a benchmark dataset collected from [41], the experimental results demonstrate that our 

hybrid deep learning model outperforms many state-of-the-art deep learning models. 

 

 
Figure 5. Data distribution dynamics in the dataset with fake and real videos 
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Figure 5 shows the dataset's distribution regarding two classes, "FAKE" and "REAL." Class 

designations are shown on the x-axis, and the number of instances in each class is shown on the y-axis. The 

class "FAKE" has a substantially greater count than "REAL," suggesting that the two classes in the dataset 

are out of balance. 

 

 
Figure 6. An actual video frame 

 

As presented in Figure 6, A sample of the actual video frame is provided, while Figure 7 shows a 

sample of the tampered video frame. 

 

 
Figure 7. A tampered video frame 

 

 
Figure 8. An excerpt of a sample of video frames in the dataset 

 

Figure 8 shows an excerpt from a sample of video frames in the dataset. It has several video frames 

that form a video.  

 



IJEEI ISSN: 2089-3272  

 

IVFD: An Intelligent Video Forgery Detection Framework Leveraging… (Kumbham Bhargavi et al) 

39 

 
Figure 9. Tampering detection results using a hybrid deep learning technique 

 

As presented in Figure 9, it is evident that the face portion of the person is detected as tampered 

with, and it is accurate as per the ground truth.  

 

 
Figure 10. Accuracy of the deep learning model against several epochs 

 

As presented in Figure 10, the proposed deep learning hybrid deep learning model accuracy in 

training and validation is visualized against several epochs until the convergence.  

 

 

Table 2. Performance comparison among deep learning models in video forgery detection 

Forgery Detection Model Precision Recall F1 score  Accuracy 

Baseline CNN 90.13 91.26 90.6 91.9 

Baseline LSTM 76.32 76.21 75.83 76.32 

VGG16 84.13 84.72 84.82 85.61 

ReseNet50 83.57 83.66 83.06 83.71 

Hybrid Model  

(InceptionV3+GRU) (Proposed) 96.51 96.3 97.26 97.21 

 

Table 2 shows the performance of various deep learning models, including the proposed hybrid 

model for video forgery detection. The empirical observations were made using several performance metrics 

such as precision, recall, F1 score, and accuracy. 
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Figure 11. Performance comparison of different video forgery detection models 

 

Figure 11 illustrates the performance comparison among all the deep learning models used for video 

forgery detection. The proposed methodology uses artificial intelligence, where the models learn from 

labeled data. These trained models then detect tampered video content, significantly improving video 

forensics. Regarding performance comparison, the baseline CNN model achieved a precision of 90.13%, the 

baseline LSTM reached 76.32%, the VGG16 model obtained a precision of 84.13%, and the ResNet50 model 

achieved 83.57%. The proposed hybrid model excelled, achieving an accuracy of 96.51%. Regarding recall, 

the baseline CNN achieved 91.26%, the baseline LSTM reached 76.21%, the VGG16 model obtained 

84.72%, and the ResNet50 model achieved 83.66%. In contrast, the proposed hybrid model achieved an 

impressive recall rate of 96.3%. For the F1 score, the baseline CNN model achieved 90.6%, the baseline 

LSTM reached 75.83%, the VGG16 model obtained 84.82%, and the ResNet50 model achieved 83.06%. 

Again, the proposed hybrid model outperformed the others with an F1 score of 97.26%. Finally, regarding 

accuracy, the baseline CNN model reached 91.9%, the baseline LSTM achieved 76.32%, the VGG16 model 

obtained 85.61%, and the ResNet50 model achieved 83.71%. The proposed hybrid deep learning model 

exhibited the highest accuracy, 97.21%. 

The proposed hybrid model achieves the best performance scores fortified through its incorporation 

of output layer of space and time-selected extraction mechanisms. InceptionV3, that includes multi-scale 

convolutional filters, is also better equipped for recognizing spatial features like edges, localized tampering, 

and textures in each individual video frame. This is followed by a Gated Recurrent Unit (GRU), a type of 

recurrent neural network, which learns temporal dependencies and thus can identify sequential 

inconsistencies (e.g., a sudden change in lighting, unnatural facial transitions, or mismatched expressions 

between frames). The two modeling architectures together give the hybrid model granular spatial analysis 

ability and temporal dependence modeling, addressing the potential limitations of either component in 

isolation. Furthermore, dropout layers and dense connections help to prevent overfitting, while transfer 

learning also enhances the model's ability to converge quickly on elaborate datasets. Empirical results show 

this combined interplay of InceptionV3 and GRU enables the hybrid model to surpass both baseline CNNs 

and RNNs, along with modern architectures such as ResNet50, to yield state-of-the-art metrics across 

precision, recall, F1-score, and accuracy. 

 

 

Table 3. Comparative analysis of the proposed hybrid model with state-of-the-art video forgery detection 

models 
Model Methodology Dataset Metrics 

Dilek and Dener [1] Fine-tuning pixel-level 

anomaly detection 

Custom dataset Accuracy: 91.2%, F1-Score: 89.7% 

Shafai et al. [2] IoT and social network 

forgery detection 

IoT-specific datasets Accuracy: 87.5%, Precision: 86.8%, 

Recall: 85.3% 

Kaur et al. [4] Real-time deepfake detection Deepfake Detection 
Challenge 

Accuracy: 92.4%, Precision: 91.5%, 
F1-Score: 91.0% 

Aberna and Agilandeeswari [3] Ensemble DL-based 

watermarking 

Custom watermarking 

dataset 

Accuracy: 88.6%, Recall: 87.4%, F1-

Score: 87.9% 

Proposed Hybrid Model 

(InceptionV3 + GRU) 

Hybrid spatial-temporal 

feature extraction 

Deepfake Detection 

Challenge 

Accuracy: 97.21%, Precision: 

96.51%, F1-Score: 97.26% 
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Table 3 compares the performance of the proposed hybrid model (InceptionV3 + GRU) with the 

existing video forgery detection models mentioned in the literature. It compares cross-methodologies and 

datasets with significant performance metrics such as accuracy, precision, and F1 score. The proposed model 

achieves the maximum performance metrics of 97.21% in accuracy and 97.26% in the F1 score, beating the 

others. As a result, the hybrid model is likely more powerful than other models because it deals with both 

spatial inconsistency and temporal inconsistency,  which allows the hybrid model to work most efficiently 

when detecting advanced deepfake edits, which would serve to influence the field of video forensics and 

other similar areas of study. 

 

 

5. DISCUSSION 

As cloud infrastructure and the related ecosystem have emerged, there has been an unprecedented 

rise in the adoption of multimedia content by individuals and organizations. The third reason is that the 

multimedia objects can be administered cheaply whilst hosted in the cloud. On the other hand, social media 

applications where people of all classes share images and video forms of information offer room for 

adversaries to manipulate such content, which may cause severe social problems for the publishers of the 

multimedia content. The prevalence of video content in our digital lives has made video forgery or tampering 

a real and urgent issue to tackle. Multimedia objects are modified and misused for various gains. Thus, it is 

necessary to develop techniques that can automatically identify preserved video contents related to digital 

forensics that have been tampered with. In today's world, video forensics is a golden source for detecting the 

forgery in videos, which helps in exact reality measurement and preserving the social order. In this paper, we 

propose a video forgery detection system using Artificial Intelligence based on InceptionV3 and GRU hybrid 

model for video forgery detection. This is the reason for improving these deep learning models, as current 

deep learning models can interpret multimedia content; however, there is still a need to improve how to 

visualize and examine the issue. We have carefully combined existing models to create our hybrid model, 

which can efficiently detect forgeries in videos, and we believe that our proposed system can outperform the 

existing models. Nevertheless, the proposed system does have limitations, as outlined in Section 5.1. 

 

5.1. Limitations 

The limitations of the proposed system for video forgery detection are highlighted in Table 8. While 

the hybrid model proposed here can offer performance superiority, training data is limited over existing 

players. Hopefully, the system needs to generalize its findings and requires more datasets. Besides, the 

number of samples is not so high, so the system has to work with small sample sizes. We can improve this by 

utilizing GAN architectures and providing higher-quality training videos. 

 

 

6. CONCLUSION AND FUTURE WORK 

This paper proposes a deep learning-based framework for automatically detecting and localizing 

video forgeries. Our framework proposes a hybrid deep learning model integrating Inception V3 and Gated 

Recurrent Units (GRU). Integrating InceptionV3, which can capture complex spatial features, and GRU, 

which can model temporal dependencies, results in a model that achieves an accuracy of 97.21%, more 

significant than other existing models. This is an important step forward in digital forensics, where ensuring 

the authenticity of video data is crucial. Outside digital forensics, the hybrid model has much promise in 

social media content moderation, legal evidence verification, and cyber security, where there is an ever-

increasing need to identify multimedia that has been manipulated. The proposed framework meets this need 

by providing dynamic video forgery detection solutions as tampering techniques like deepfakes evolve. In 

our future work, we will employ generative adversarial networks along with some other datasets in the same 

model to improve the generalization of our model, making it applicable to a broader range of domains. This 

work constitutes a significant step towards detecting forgery in videos, setting the stage for future works to 

lead to practical adoption. 
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